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ABSTRACT 

Access to abundant information affordably and instantaneollsly has been the 
most empowering feature of the ' Information Age'. Nonetheless. it results in rampant 
spread of disinformation, misinformation, mali nform3 1ion, hate speech, defamatory 
remarks, and rumours by actors like troll fa rms, cybcr troops, fake news syndicates, bot 
networks, hard-line religious groups, political parties. and even by some governments. 
This has given ri se to an ' Informat ion Di sorder' , part icularly in cyberspace, which has 
been affecting different parts of the world in va ried magni tude. South and Southeast Asia 
need particular focus in thi s regard as the countries have faced severe rca l-li fe impacts 
like vigi lantism, mob killings, hate speech instigating attacks on minority communi ties, 
revenge attacks surrounding religious defamation, etc. Moreover, it has ram ifica tions for 
democracy, law and order si tuation, and national security. In this backdrop, the paper 
undertakes an in-depth analysis of the nature and extent of in formation disorder in these 
two regions by studying the actors, tact ics, and impacts. Both primary and secondary 
sources are used in the study. Using a contextualized framewo rk, the paper identifies 
the major actors, their motivat ions, and the kind of contents created and disseminated 
by them. It finds that the underlying social, polit ical, and economic factors, particularly 
the re ligious, ethnic, and racial fa ult lines playa key role in the process. Changes in 
the pol itica l env ironment and media landscape, technologica l transformation, and the 
business model of online platforms are also major factors. Although the problem is 
count ry-spec ific, there are transnational and regional im plica tions as well. In this regard, 
the paper suggests some proactive, reacti ve, immediate, and long-term approaches that 
can be adopted by the countries individually, through regional co ll aborat ion, and by 
participating in global advocacy. 

KeywordS: Information Age, lnfonllation Disorder, Disi nformation, Social Media, 
South Asia, Southeast Asia 
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Chapter I 

Introduction 

The ' lnfonnat ion Age" dwells in the dichotomy between information abundance 
on onc hand, and infonnation disorder on the other. Emerging through the digital 
revolution, political transitions, and economic deve lopments in the mid-20'h century,2 
and the meteoric ri se of the internet, socialmcdia, and internet-enabled personal devices 
in the 2 pi century, the Information Age became the most sign incant period in the 
history of communication. It made avai lable the highest vo lume of information ever 
accessible to people. It broke the traditional hierarchy and democratized the production 
and consumption of news and information. In this period, the tools of production 
shifted to those who were previously only the audience - now the audience could also 
become co-producers of content. Anyone from any part of the world could disseminate 
infonnation and build audiences worldwide in seconds. However, the information 
environment which prom ised unprecedented opportunities to the people and indicated 
a golden era for citizen journalism, became subject to abuse by severa l actors like 
cyber troops3, troll farm s\ bot networks5, c1ickbaits6, fake news syndicates?, hard- line 
and extremist religious groups, communication agencies8

, and even some governments. 
T hus, the Infonnat ion Age gradua lly turned into an age of in format ion disorder where 
rnisinfonnation, dis in forrnation. malinformation, rumour, and hate speech reigned. 

Whi le disinformation, propaganda, rUlllour and hate speech are not new, the 
powerful new tools of the Information and Communications Technology (ICT) driven 
Information Age made manipu lation, fabrication , and amplification of contents easy, 
effective and hard-lo-trace. The affordances of social net\vorking technologies like 
algorithms, automation, and big data changed the scale, scope, and precision of how 

1 The term 'Information Age' is used to denote the present time wh ich is witnessing a revolution in the use, flow 
and control of infonnation. Joseph S. Nye Jr. and Robert O. Keohane extensive ly used the tenn to highl ight 
the informati on-based world wheTe the speed, techllol ogy and dranl:itic decreases in the cost o f creating, 
process ing and transmitting, and searching for information empowered a wide range of actors. This paper 
highlights these aspects o f the l11 fonnatioll Communications Technology domi nated world and its impacts on 
soc iety and state by focusing on the developments in the past two decades. 
1 Julian Birkinshaw, ··Beyond the Infonnation Age," Wired. ,wailable at https:/Iwww.wircd.com/ insightsl2014/061 
beyond-in fonnation-agel, accessed on 0 1 Apri l 2020. 
1 Institutionalized groups of people taskcd with the creation and dissemi nation ordigitalmcdia contl!nt to shape 
and manipulate opinion 011 behalf of thei r affiliated polilica l party or government agencies. 
~ Profi teering organizations consisting of people operating several online accounts usually to deceive the 
audience and dismpt convcrsations. 
S Bits o f code or software designed to interact with and mimic human users. 
6 Online e ntities which purposefull y create misleading und attenti on-grabbing headlines to lead the audience 
to their sites for advcrt isement rcvenues. These can be harmful when the disputed content is related 10 matters 
of public interest. 
7 Organizations purposefu lly creating d is information targeting soc ia l1l1cdia platfonns and online porta ls . 
• Public re lations agencies and consultancy firms that facilitate customi7.cd digital media campaigns. 



infonnation is transmitled in the present time.9 Thus, disseminating mani pulative and 
fabricated in formation reached a sca le never wi tnessed before. All these gave ri se to 

a pollu ted informati on ecosystem which is collecti vely labe lled as the ' information 
disorder' , where anyone starting from an individua l to a state can abuse the technology 
to manufacture content for reasons starting from defamation of a person living nex t door 
to waging information operations in a count ry thousands of miles apart . While different 
countries have been experiencing the impact of thi ~ problem in varying magnitude 
over the past two decades, the need for holist ica lly studying the topic sta rted to ga in 
prominence among scholars very recently, primarily afte r the 20 16 United States (US) 
elections and Brex it referendum. In the fo llowi ng years, researches were carried out on 
related top ics, but those mainly focused on infonnation disorder in the democracies of 
the West. The digital landscapes in the Global South remained relative ly underexplored, 
despite these reg ions being home to some of the fas test-grow ing digital markets in the 
wo rld and having a plurality of politica l systems. IO The academic works about these 
regions' in formation disorder are li mited and mostly reacti ve to specific incidents, 
for example, Facebook's role du ring atrocities aga ins t Rohingyas in Myanmar and 
WhatsApp rumours induc ing mob lynchi ng in India. Whi le these instances showed the 
extent of violence and harm that online speeches can lead to in these countries, the overall 
information disorder scenario in most coun tri es of these regions remained comparatively 
understudied. 

A post on social media may lead to online arguments, angry ident ity poli tics and 
polarization in other parts of the world, while emotionally charged rumours, panic over a 
perceived threat and posts hurting religious sentiments have often resul ted in vigilantism 
and attacks on target comll1 uni ties in many coun tries of South and Southeast Asia. 11 On 
the one hand, these confli cts have been escalated by emotionally charged verbal cultures 
often rooled in long· standing ethnic, rel igious, and caste div isions present in many 
countries o f the reg ions,12 and on the other hand, this volati le situat ion also motivated 
several actors to bank on thi s opportuni ty to push forward their agenda through both 
manual and automated tactics. All these were fac ilitated by the rapid prolife ration of 
le T to a seemingly less prepared audience. While these have become a challenge for 
maintai ning law and order, social cohesion, peace, and re ligious hannony in a country, in 
many cases it also has national securi ty concerns and transnat ional impl ications among 
the countries in the two reg ions. 

Q Samanth •• Bradshaw and Philip N. Howard, The Global DisillJorl1/alioll Order: 2019 Global II/vemory oj 
Orgallised Svciol Media Mallip"/Mivll , O.'\ford, UK: Ox ford In ternet Institute, 20 19. 
10 Sahan;} Udup;}, 19inio G:Igl i<lrdone. Alexandra Deem <lnd Laura Csub. Hare Speech. /II/ormolioll Disorde/: 
lIlId ConJlicl. New York: Social Science Research Counci l. 2020. 
11 Amanda Taub and Max Fisher. ··Where Countries Arc Tinderboxes and Faccbook Is a Match'·, The Nelli )'Ork 
Times, 21 April 2018. 
I~ Sah<lna Udupa et aI., op. cit. p. 10. 
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The countries of South Asia and Southeast Asia are closely interlinked not 
only through geography but also through shared re ligions, ethnicities, languages, and 
cultures. Thus, it is seen that information campaigns in a particular country often have 
a ripple effect on the surrounding countries \vith s imilar communities. Moreover, many 
coun tries in these regions are hete rogeneous and multicultu ral owing to the long history 
of migration between the two regions. During the colonial past and due to globalization 
in the last two decades, the two regions w itnessed the migration of a large number of 
peopJeY These multicultural countries have witnessed both peaceful coex istence of 
the numerous groups and also conflicts among them in vary ing intensity grounded on 
these fault lincs. '4 Lnformat ion disorder target ing specific communities has added a 
new dimension to the ident ity conflicts in these countries. Moreover, dissemination of 
content across countries has never been eas ier, thus resulting in a rea l-time response from 
commun ities with simi lar ident ities in other countries. These show that the two regions 
are intricate ly connected as much in the virtua l space as in the real world. For th is reason, 
the paper attempts to study the information disorde r scenario of South and Southeast Asia 
co llectively to understand the several national , transnational , and regional dimensions of 
the problem. 

In addition to the reg ional dynamics, in thi s hyper-connected world of the 
internet, the large digital media user base of these reg ions is also influenced by information 
campaigns unfolding at the internati onal level, especia lly on topi cs that di rect ly affect them, 
like the COV ID-1 9 pandemic. The battle of narratives among China, Russ ia, and the US 
surrounding the pandemic also has an effect on how the cri sis is perce ived and addressed 
by the people here. T his provides an internationa l dimension to the problem. Thus, it can 
be seen that in formatio n disorder in these regions has emerged as a complex challenge 
with several dimensions that necess itates a ho listic study. In th is backdrop, this paper is 
an attempt to study informat ion disorder in South and Southeast As ia by emphasizing 
on Bangladesh, India, Indonesia, Malaysia, Myanmar, Pakistan, Philippines, S ingapore, 
Sri Lanka, Thailand and Vietnam. These countries have experienced sign ificant impacts 
of information disorder on the societal and state level from organized actors which have 
drawn national and in ternational attention. The impacts arc we ll documented in these 
countries and the issue is acknowledged by ditfe rent relevant stakeholders. In addition to 
these countries, disin format ioll and mi sin format ion concern ing Bhutan, Cambodia and 
Nepal are also briefl y discussed. Insights of these fourteen countr ies allow to study the 
in format ion disorder scenar io orthe two regions in a comprehensive manner. 

IJ Kwcn Fee Lian , Md Mizanur Rahman, Yabit bin Alas (cds.), fnlem oliolluf Migralioll ill SOlltheast Asia: 

Comilil/ilies alld Discolllinliities, Singapore: Springer Singapore, 20 16, p. 9. 
14 Aure! Croisstlnt and Christoph Trinn, Cuirllre. !delllily "lid COII/ficI ill Asia and SOlltheast Asia, Glitersloh: 
Bertelsmann Sti nung, 2009. 
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1.1 Research Objectives 

There are three objectives of this paper. First, it a ims to provide an analysis 
of why and how the information disorder in South and Southeast Asia developed over 
the last two decades by studying the actors, tact ics, and impacts. It seeks to construct a 
conceptual framework based on the social and political realities of the countries in order 
to effectively study the information campaigns in these two regions. Second, it aims to 
bring forward the national, transnational, reg ional, and global dimensions of informat ion 
disorder. Third, it attempts to suggest recommendations for effect ive ly addressing the 
problem. 

1.2 Research Questions 

The paper has the following five research questions: 

I . Who are the major actors responsible for information disorder and what are 
the moti va tions behind it? 

2. What are the tactics involved in creating convincing content and what 
technology is deployed to disseminate it to the target audience? 

3. What kind of impact the in formation disorder has on the society and state 
level? 

4. What are the transnational , regional and internationa l dimensions of the 
problem? 

5. What can be effecti ve ways of addressing this growing challenge? 

1.3 Research Methodology 

This paper is qualitat ive in nature and is based on both primary and secondary 
resources. It involved in-depth interviews consisting of academics, researchers, data 
scientists, media practitioners, fact-checkers and security analysts. The interviewees 
were selected based on their academic and professional association with the topic. The 
interviews were taken using a semi-structured questionnaire. The secondary data is 
collected from academic literature, reports of fact-checking organizations, policy briefs 
and publications of internet institutes, reports and disclosures of social media platforms, 
the study of digital labs, documents of international and regional organizations, 
government documents and the author's own analysis of digital media content on selected 
incidents in the past three years. The study also includes content analys is surrounding the 
COV ID-J 9 pandemic but as it is an evolving issue, the analysis here is limited within the 
period from January to May 2020. 

4 
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1.4 Limitations of the Study 

This study has not been ab le to put equal emphasis on all countries of the two 
regions due to the lack ofliterature and constructive reporting of events in a few countries. 
While the study on both regions provides important ins ights on the transnational and 
regional dimension of the problem, it also risks genera li zation in few instances among 
the countries of this large and diverse sample s ize. 

Fol low ing the introduction, th e paper has been organized as fo ll ows. Chapter 
2 develops a conceptual framework for understanding information di sorder in the 
context of South Asia and Southeast Asia by defining di ffere nt terms associated 
wi th it. Chapte r 3 presents an overview of the maj or actors in the two regions. 
Chapter 4 analyzes the tact ics used by the actors and the technologica l aspects of 
the on line platforms. Chapter 5 stud ies the impacts of information disorde r wi th 
re levant examp les. Cha pter 6 draws a pattern of the overall informat ion di so rder 
scenario in the two regions and brings fo rward the transnat iona l, regi onal and 
international dimensions of the prob lem. Chapte r 7 sugges ts way forward and 
Chapter 8 concludes the paper. 

5 



Chapter 2 

Conceptual Framework 

Information disorder is a complex phenomenon which is closely interl inked 
with the changing poli ti cal and media landscape, monet ization of content, incentives to 
manipulate, and the technological attri butes of the Informat ion Age. Before associating 
th is phenomenon in the context of South and Southeast Asia, it is important to understand 
how this topic came into the global discuss ion. For this, it is important to trace back the 
polit ical and economic developments in the mid to late 20th century during which the 
media landscape began to undergo signifi cant changes and expansion . Media started to 
become deregulated in many countries, multi-channel televis ion grew, the number of 
newspapers rose, first-generat ion internet access via dial-up modems started to spread 
and the number of options available to audiences and advertisers continued to expand 
between the 1980s and 1990s.15 This change of med ia landscape accelerated in the fi rst 
decade of the 21 S( century as the pattern of content creation, distribution and consumption 
witnessed even more radical shifts. The rise of digital technologies brought profound 
changes in how people communicate, interact, and learn about the world. Whi le on one 
side there was an emergence of dom inant search engines, the explosive growth of social 
media sites, and the spread of mobile web access,16 on the other side, there was a decline 
in printed newspaper circulation and decreasing popularity of television as the key source 
of information and entertainment. 

In this changi ng envi ronment, onl ine media platforms began to take the center 
stage. People increasingly became dependent on online media platforms to meet their 
in formation, communication and entertai nment needs. Several factors contributed 
to this process like the penetrati on of the internet to all parts of the country including 
remote areas, availabi li ty of low-cost smart devices, affordable mobi le data packages, 
on-demand access and the urge to receive and send content in real-time as it happens. 
Th is also led to the democratization of the media system as it removed barriers to 
publication . Anyone could produce content and share it with people anywhere in the 
world. However, the online platforms did not take into account how informed the users 
are, either as disseminators or consumers of infonnation .17 Also, unti l very recently, it 
did not differentiate who are the actors and what are their motivations for generat ing 
information. Thus, any kind of content could reach a global aud ience without undergoing 
the fi lters of tradit ional media houses. Also, nothing on the internet is lost, so these kinds 
of contents continued to float in the information ecosystem and reappeared in fron t of the 
audience constantly and in in terva ls. The vo lume of such contents became so vast that it 

(' Rasmus Kle is Niel sen, Ten )ears Ihal Shook Ihe Media World. Oxford, UK: The Reuters Institute for the 
Study of Journal ism, 20 12. 
16 Ibid. 
(7 Rituparna Banerjee, Illjormolioll Crises: The EUs Respollse alld Ihe So/llh Asian Digifa/ Media Lalldscape, 
Bmssels: South Asia Democrat ic Fom111. 2020. 
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often diluted credible voices and changed people 's perception of news and information. 
This ultimately resulted in a chaotic online environment which became popular ly termed 
as ' in formation disorder ' , 

When it comes lO information disorder, there are different concepts regarding 
the elements which pollute the information ecosystem. One of the most relatable terms 
for general people at present is fake news. Google Trends map shows that people mainly 
began searching for the term in the second half of 20 16 and over the next years it 
witnessed exponential growth. IS Although the term is very popular, it does not cover the 
ent ire gamut of information disorder. It leaves out genuine content that is shared out of 
context, manipulated content, and misleading statistics and visuals. A Iso, the lenn has 
been highly politicized to describe report ing that one does not agree with. However, the 
te rm is sti ll widely used in the reporting and government statements in a few countries, 
so it will be used in specific cases in th is pape r. 

Some of the other popular tenns associated with information disorder includejunk 
news, misinfonnation, propaganda, rumours, conspiracy theories, hate speech, defamatory 
speech, etc. Different stakeholders like think tanks, media practitioners, digital intelligence 
community, social media platfonns, and governments have used different definitions in 
describing these elements. However, there are several cha llenges in defining the tenns in a 
way which is acceptable by all the countries and reHects the ent irety of the problem. Even 
within the countries, there lies several debates surrounding the tenns as these can often 
be interpreted differently by different groups of people. This indicates thaI the problem is 
far more complex and has several grey areas beyond labelli ng a piece of news plainly as 
true or fal se. Thus, the definit ional challenge has been one of the core issues of studying 
infonnation disorder. However, despite the differences in opinion regard ing definitions, a 
consensus is building up nationally and globally regarding the need to take measures to 
tack le the severe consequences that many countries o r the world are facing right now due 
to the widespread of infonnation disorder. In this regard, the paper explores some of the 
existing frameworks and then presents an amended version to effecti ve ly understand the 
problems prevalent in the countries of South and Southeast Asia. 

First Draft's study ori ' Informat ion Disorder: Toward an Interdiscipl inary 
Framework for Research and Pol icy Making ' and ' First Draft's Essen tial Guide to 
Understanding Infoonat ion Disorder' is widely to llowed in academic lite rature and fact­
checking training. I' First Draft 's fra mework defines information disorder as a combined 
phenomenon of three main types of information, i.e., disinformation, misinformation and 
malin formation. 

18 Google Trend Map of the term Fake News, available at https:lltrends.google.eom/trendsl 
explore?date:lOday%20S·y&q::fake%20news, accessed on 02 April 2020. 
19 First Dral1 is an international partner network of newsrooms, universities, platforms, and civil 
society organizations who develops tools and techniques for slUdying the information Ci;osystem of the 
world. 
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2. t Disinformation 

According to First Draft, " Disinformation is content that is intentionally false 
and designed to cause harm . It is motivated by three dist inct fac tors: to make money; to 
have political influence, either foreign or domestic; or to cause trouble for the sake of 
il."" The Un ited Nations Educational, Scientific and Cultural Organization's (UNESCO) 
Handbook for Journalism Education and Training defines disinformation as "deliberate 
(often orchestrated) attempts to confuse or manipulate people through del ive ring dishonest 
information to them ... disinformation is particularly dangerous because it is frequently 
organized, well resourced, and reinforced by automated technology."21 Disin formation 
a lso includes decepti ve advertis ing in politics and government propaganda.21 Oxford 
Internet Institute combined the two concepts, i.e., propaganda and automated technology 
and used the tenn 'Computational Propaganda ' which refers to the use of algorithms. 
automat ion, and human curation to purposefully distribute misleading infonnation over 
social media networks.23 Another group of scholars including Yochai Benkler, Robert 
Faris, and Hal Roberts terms thi s phenomenon as 'Network Propaganda' and denotes 
dis information as a subset of propaganda that incl udes, "dissemination of explicitly false 
or misleading information'?' It also incorporates "propaganda whose source or content 
is purely false, as we ll as propaganda whose source and content is more subtly masked 
and manipulated to appear other than what it is."2s Thus disinformation can be broadly 
defi ned as an intentional or deliberate anempt to man ipulate or influence people using 
fal se, dishonest and misleading in format ion and propaganda. Here the intent ion of the 
actor and the object ivity of the content is centra l. Disinformation is the most widely used 
typology of informat ion disorder and disinformation campaigns are widely practiced in 
almost all parts of the world , including SOllth and Southeast Asia. 

2.2 Misinformation 

As per the Fi rst Draft's fra mework, the second typology is misinformation. 
First Draft describes, "When disinfornlation is shared it often turns into misinfonnation. 
Misinformation also describes fa lse content but the person sharing does not realize that it 
is false or misleading. Often a piece of disi nformation is picked up by someone without 
realizing it is false , and shared with their networks, believing that they are helping."26 The 
UNESCO 's handbook refers to misinformation as, "misleading infonnation created or 

ZtI Claire Wardle, FirSI Draft s E.uelllial Guide 10 U"dersra"dillg Informa tion Disorder, UK: First Draft, 201 9. 
:1 Cherilyn Irelon and Julie Posetti (cds.), JO llrnalism, . Fake News' & Disillformalion: NO/ldbook for 
Jo1trl1alism Education Gild Training, Pari s: UNESCO. 201 8, p. 7. 
2: Oon Fallis, "What [s Disinfonnation?", Librwy Tir.mdl·, Vo lume 63, Number 3, Winter 201 5. pp. 40 1-426. 
21 Samuel C. Woolley lmd Philip N. Howard, Compl/tatiollal Propaganda Wor/d wide: EreclItive SlImmmy, 
Oxford, UK: O.xford Intcmet In stitute. 20 17. 
2~ Vochai Bcnkler, Roben Faris. ,md Hal Roberts, Nelll'ork Propaganda: Manipulation. Disillformalion. and 
Radicalizl1Iion in Americ{1II Polilics. New York: Oxford Univers ity Press, 20 18, p. 32. 
H Ibid. 
26 Claire Wardle, op. cit, p. 8. 
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disseminated without manipulative or malicious intent."27 The sharing of misinfonnation 
is driven by several motivational factors like the willingness to feel connected to their 
peers, be it the same political party, religion, race, or ethnic group or believers of certain 
issues. Many people also share misinformation because of thei r des ire to be seen as a local 
'expert' or ' first source ' for local information.28 Common people are the worst victims of 
this kind of information as they unknowingly amplify the reach of the disinformation and 
serve the purpose of the actors behind it, like ' useful idiots', 

2.3 Malinformation 

The third category used by First Draft is malin format ion which is described 
as, "genuine information that is shared with an intent to calise harm." Claire Wardle 
and Hossein Derakhshan define it as information "based on reality, but used to inflict 
harm on a person, organization or country". 29 These are messages with some truth but 
are created. produced, or distributed by actors who in tend to harm rather than serve 
the public interesLJO Malinformat ion is crucial in the present context. As social media 
companies have tightened up their ability to shut down fake accounts and changed their 
policies to be more aggress ive against fake content, the actors of information disorder 
have learned that using genuine content reframed in new and misleading ways is less 
likely to get picked up by Artificial Intelligence (A I) systems and be deemed ineligible 
for fact-checking.3l Therefore, many actors have adopted this technique of creating 
mal information to ensure that their contents are widely ci rculated but not eas ily reported. 
While at times many actors deploy the combination of all th ree kinds of information 
campaigns ac ross different platforms, it is important to understand the distinctions 
between them for analyzing the role of di fferent actors involved in the process and 
challenging their tactics. 

<7 Chcrilyn Ireton and Jul ie Posetti , op. cit, p. 7. 
28 Shakuntala Banaji and Ram Bhat, WhatsApp Vigi/allfes: All Erplo/'a/ioll of Cilizen Reception and 
Circulation ofWhalsApp Misinformalion Linked 10 Mob Violence iII/lidia, London: Department or Med ia and 
Communications, The London School of Economics and Political Sc ience, 2019. 
29 C laire Wardle and Hossein Derakhshan, "Th inkingAbout ' Information Disorder': FOmlatsorM isinfonnation, 
Disinrormation, and Mal-information", in Cherilyn Ireton and Julie PoscH i (cds.), .JolIl'llalism, 'Fake Neil's' & 
Disilljol'mafioll , Paris: UNESCO, 2018, p. 46. 
JO Ibid. 
31 Claire Ward le, op. ci t. 
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Figure 2.1 : First Draft's Examination of How Mis·, Dis-and Mal-information 
Intersect Around the Concepts of Falseness and Intent to Harm.)l 

FALSE 

Mis-information 

Fa lse Connect ion 
Misleading Contenl 

Here, it can be seen that all three categories of information disorder are focused 
on the intention of the actor and the objec ti v ity of the content in usc. While all these 
kinds of information disorder are widely created and disseminated in countries of 
South and Southeast Asia, the informat ion disorder scenario in these regions is a bit 
more complex and these three terms are not adequate for address ing it holistica ll y. 
For example, hate speech is a critical problem in most countries in this part. Although 
First Draft's fram ework very briefly addressed hate speech and included some types of 
hate speech and harassment under the malinfonnation categoryB, this topic demands 
more focus in the context of South Asia and Southeast Asia. Also, whi le these three 
categories are helpful to understand the moti ve behind the actors, it does not adequately 
address Ihe consequcnces.J 4 ln this regard, the paper further categorizes information 
disorder based on the action that it can lead to and its consequences or impacts. 

n Framework created by Claire Wardle and Hosscin Dera kh shan, 20 18, op. c it., p. 44. 
)j Clai re Wardle and Hosscin Dcmkhshan, Ill/orlll(liioll Disorder Toward an Imerdisciplil1(11}' Framework/or 
Research and Policymakillg. Strasbourg: Counci l of Europe. 20 17. 
JJ The author acknowledges the contribution of Din M. Sumon Rahman, Professor, Department of Media 
Studies & Journali sm, University of Liberal Arts Bangladesh, in rethinking (he existing framework. 
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2.4 Hate Speech 

The first element that needs special attent ion in the context of South and 
Southeast Asia is hate speech. In many instances, it is seen that hale speech can threaten 
a community, risk vio lence against the communi ty, trigger attacks, and also escalate 
ongoing conflicts. But hate speech is hard to define as there is no internat ional legal 
definition of it. Different countries perceive it differently based on the socia-cultural 
and political context. Online platforms also have their own set of definitions in their 
policies and community standards to determine what kind of content wi ll be allowed to 
slay on the platforms. But it is difficult to find a commonly accepted definition that can 
be consistent ly used. However, there are several defini tions that give an essence of what 
hate speech comprises of. In th is regard , the Un ited Nations Strategy and Plan of Action 
on Hate Speech can be used to understand the broad concept. The document defines hate 
speech as "any kind of communication in speech, writing or behaviour, that attacks or 
uses pejorative or discriminatory language with refe rence to a person or a group on the 
basis of who they are, in other words, based on the ir religion, ethnicity, nationality, race, 
colour, descent, gender or other identity fac tor. This is often rooted in, and generates 
intolerance and hatred and, in certain contexts, can be demeaning and divisive."JS While 
hate speech can be dissemi nated through various media and have different consequences, 
this paper focuses on the online origin of the problem and actions that it can incite widely. 
In this regard, the functionality of hate speech can be seen through an in-group and out­
group effect. In the Social Science Research Council (SSRC)'s Research Review on 
' Hate Speech, Information Disorder and Conflict', hate speech is viewed as content that 
produces an out-group effect where, "target communities are seen as a threat to the safety 
and va lues of communities hate speakers claim to represent.. . it also has an in-group 
function in terms ofrecruiting and socializing new members and strengthening in-group 
memory. By exchanging and repeating hatefu l exprcssions targeting an out-group, group 
solidarit ies are built through rhetorical means and memory politics."J6 

To further stress the severity of the issue and highlight the real-life consequences 
of hate speech, academics have preferred to introduce the term 'Dangerous Speech ' . The 
term was coined by Susan Benesch, Faculty Associate, Berkman Klein Center for Internet 
& Society at Harvard. ' Dangerous Speech' aims to provide a narrower but ex treme 
version of hate speech based on its capacity of inspiring harms like mass violence. 
The guideline of the Dangerous Speech Project defines it as, "any form of expression 
(e.g., speech. text, or images) that can increase the ri sk that its audience (the in-group) 
will condone or commit violence against members of another group (the Oli t-groUp)."J7 

J' Uni ted Nations, UN Slrolegy lind Pia" of Action 0 11 Hate Speech, New York: Un ited Nat ions Headquarters, 
2019, p.2. 
J6 Perry, Barbara, /" Ihe Nameo/Hate: Ulldersranding Hale Crimes. New York: Routledge. 200 1 in Sahana Udupa et 
al., Hate Speech. In/ormalion Disorde/: and CO/iffici. New York: Social Science Research Council, 2020. 
J7 Susan Benesch, Cathy Buerger. Tonei G lavinic. and Scan Manioll . " Dangerous Speech: 1\ Practical Guide", 
available at https:lldangerousspeech.orglguidel,accessed on 25 June 2020. 
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Here, the emphasis is pu t on the social, historical, and cultural contexts in which speech 
was made or disseminated to assess its possible impacts. While the term "Dangerous 
Speech ' is very useful for academics in assess ing the potential threat of violence against 
a community, it is a relati ve ly new term and is not relatable to many people. Also, the 
legal frameworks and reporting of incidents in most countries refer to such acts as hate 
speech. So, this paper uses the term hate speech but it emphas izes the severity of action 
that dangerous speech tried 10 indicate, for example, speeches to provoke exclusion, 
sow hate, fea r, distrust, discord among the people, and incite real-life violence on target 
communities. In the case of South and SOll theast Asia, the targe t communit ies of such 
kinds of hate speech are mostly ethnic and religious minority groups. 

2.5 Religious Defamation 

T he seco nd e lement o f th is impac t-o ri ent ed catego ry is re li g iou s 
de famat ion. Defamatory content can be hurt ful for any individual who is targeted. 
However, in the context of South Asia, i l is seen that a defamatory content shared online 
hurting religious sentiment of a particular community can result in a backlash from the 
target comlllunity in the form of revenge attacks which often tum into deadly clashes 
resulting in the destruction of property, religiously signifi cant establishments and loss 
of lives. Thus, defamation a lso needs to be separately addressed. But defamation is 
also a very broad teml and is subjected to several interpretat ions. In this case, the paper 
only focuses on defamatory content hurt ing religious sentiment which is disseminated 
through online platforms lI sing a fabricated content or fake account to fram e someone. 
Defamation from authentic sources is outside the purv icw of this study. Thus, the 
proposed framework of this paper only includes rel igious defamation using fabricated 
content or framed accoun t as part of the in format ion disorde r. 

2.6 Rumours Instigating Attacks and Vigilantism 

Rumour is an age-old pract ice. But the online platforms have crea ted the scope for 
easy, untraceable, and wide circ ulation of rum our by anyone wi th access to a smartphone. 
Whi le many rumours can be harmless, in the region of South and Southeast Asia, it is 
seen that emotionally charged rumours that prey on the fear of people, for example, 
child kidnapping or forced sterilization 38, have often given ri sc to vigilante j ustice like 
lynching and mob attacks. In several instances, it was seen that people believed in the 
alleged rumours sent to them th rough peer-to-peer messaging services or social media 
posts and dec ided to take actions without re lying on the law enforcement agency. This 
problem has been intensifying in many countries of both the regions in the past few years 
and thus requi res special attention in studying how information disorder can inflict rea l-

JI Rumour of forced steri lization by the Muslims to rcduce the Sinhalese populat ion became vi ral across social 
media platfonns and messaging services in Sri Lanka leading 10 mobs setting fi re to Muslim businesses. This 
will be elaboratcly discussed in $(."Clion 5.1 of the paper. 
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life damage. Al l these th ree elements give a new dimension to understanding information 
disorder in countries of South and Southeast Asia. 

2.7 Association of Actors 

While the intent ion of the actors and the act ion it can trigger are understood, it 
is also necessary to trace the origin and association of the actors. In the present time, it 
is seen that informat ion diso rder can be attributed to both domestic and foreign sources. 
But the security implications and responses are fundame ntally different between the two. 

Domestic sources involve actors that are citizens of the country and operate 
with in the country. They can be affiliated with the poli tical groups, govern ment, hard­
line religious groups, tro ll farms, onl ine media houses, etc. They can also be working 
independently or through informal groups in the country. In some cases, it is seen that 
citizens stationed outside the state are also engaged in disinformat ion. In this paper, they 
are also considered withi n the domest ic category. 

When it comes to foreign sources, the actors can be two kinds. Fi rst, they can be 
profiteering actors like tro ll farms of a foreign country engaged in information disorder 
campaigns against a target country. Second, the actors can be assoc iated with a foreign 
state. Based on the scale of information campaigns from a fore ign state, several terms 
are associated with it like, information warfare , informat ion operation, psychological 
warfare, influence operat ion, malign influence operat ion, hybrid warfare, etc. However, 
on the international level, the definitions are even more nuanced. How countries perceive 
and respond to state-level campaigns often depend on power dynamics and bilateral 
relations. In this regard, the Centre of Excellence for National Security (CENS) of the S. 
Rajaratnam School of International Studies (RS IS) used the term ' Host ile Information 
Campaigns' which includes, " the spreading of dis information or biased information in the 
defender state, spreading narratives by traditional media (such as newspapers) through 
proxies, or under covert identities and, carrying out these activities using automated social 
media accounts (bots) or inauthent ic social media accounts (trolls) to create coordinated 
campaigns, often disgu ised as local opinions."J9 Acknow ledging that the definitions can 
be fluid with several grey areas, and what is condemned as fore ign interference by one 
nat ion may not be regarded as interference by another, RSIS proposed a framework for 
distinguishing between fore ign interference, fo reign influence, and hosti le information 
campaigns."'o 

)9 Muhammad Faizal Bin Abdul Rahman, Gu lizar Haeiyakupoglu, Jennifer Yang Hui. Dymples Leong, Teo 
Vi-Ling and Benjamin Ang, Countermeasures agoillS' Foreigll !l1lerjerence, Singapore: S. Rajaratnam School 
or International Studies, Nanyang Technologica l University, 2020, p. 6. 
~o Ihid. 
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Figure 2.2 : RSIS 's Framework for Understanding the Relationship between Foreign 
Interference, Foreign Influence, and Hostile Information Campaigns.4t 

SOFT POWER 
• Public diplomacy, Slnl!cgic comms 
• Foreign ass istance. civic action 
• Economic rcconstmction,dcvclopmcnt 
• Economic lics. tmde, business 
• Culture, film . TV. books 
• Open ties with education institutions, think l(!Oks 

In light of the definition of Hostile In formation Campaigns by RSIS and the 
ill ustration above, it is seen that a hostile information campaign is an intersection 
between interference and information and can be conducted through both traditional and 
online media. But as this paper focuses primarily on online platforms, only the onl ine 
activities of such campaigns are examined for the regions of South and Southeast Asia. 

2.8 Conceptual Framework of Information Disorder in South and Southeast Asia 

Based on these discussions of the several forms of information disorder prevalent 
in the onl ine platforms in South and Southeast Asia, the paper developed a conceptual 
framework that incorporates three major fie lds: 

Intention of the actor and objectivity of content 

This fi eld involves dis in formation , misinformation, and, malinforrnation. Here 
the focus is on the intention of the actor and the kind of content shared. Intention can be 

4 1 Muhammad Faizal Bin Abdul Rahman Gulizar Haciyakupoglu, Benjamin Ang, Dymples Leong, Jennifer 
Yang and Teo Yi- Ling, Cases ojForeignlllfel!erence ill ASia, Singapore: S. Rajaratnam School of lntcmational 
Studies (RSIS), Nanyang Technological University, 2020, p. 8. 
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of different kinds, for example. disinformation and mal in formatio n have mal icious intent 
and are usually shared by organized actors. On the other side, misinformation is usually 
shared by general citizens and may not have malicious intent but it largely contributes to 

the wide circu lation of information disorder. 

Objectivity of the content is also crucial. While it is acknowledged that there 
arc grey areas surroundi ng it, it is seen that disinformation and misi nformatio n shared 
online constitute fal se, manipulative and misleading information and, propaganda which 
can be mostly identified. On the other hand, malinfofmat ion may be based on genuine 
infonnation but usually reframed in mis leading ways and circu lated with the intention to 
cause harm. 

Action and scale ofimpact induced by information disorder 

This fi eld addresses online contents like hate speech, rumours and defamation 
through fabricated content or fra med soc ial media account. Such content needs special 
attention as it can result in large-scale impacts. These contents have the potential to trigger 
actions like violence aga inst targeted communit ies or escalate an ongoing conflict. It can 
also lead to mob ki llings, vig ilant ism, and revenge attacks result ing in deadly clashes. 

Association of the actors 

The associat ion or the actors can be of two kinds. First is the domestic category 
which involves ci ti zens res id ing within the country or citizens living outside the state but 
engaged in in fo nnation disorder campaigns targeting their respecti ve country. Second, 
actors can be associated with fore ign ent ities. In this framework, the foreign sources 
of information disorder would broadly include hostile information campaigns from a 
foreign state or state-sponsored agencies and, fro m foreign non-state actors like troll 
farms that can act on behal f of a foreign cl ient and disguise themselves as local opi nions. 

While the term information disorder is collectively used to address the entire 
phenomenon, it can also be used to ind icate any part icular fi e ld of this framework based 
on the scale of its impact. This framework, illustrated in Figure 2.3, is used in the paper 
to comprehensively study the information disorder in South and Southeast Asia. 

15 



disorder to an entire ly new sca le.4J Reports reveal that Macedonia was home to at 
leas t 100 pro-Dona ld Trump websites, many of them fi lled with sensational ist and 
utterly fake news and the people behind it made handsome profi ts in the process. 44 

Such tac tics are a lso widely practised in South and Southeast Asia, in fact on a much 
larger scale. Ava il ability of low-cost manpower coupled with previous experience 
of working in c lickba it fa rms, many countri es in these regions have emerged as the 
hub of profit-making tro ll farm s which offer thei r services to both domestic and 
internati onal cli enls. 

The Phil ippines is reported to be home to a large number of tro lls and click 
fanns. Over the years, the country has re portedly become home to hundreds o f troll 
fanlls which manufacture any kind of fake content and false narratives depending on 
the client 's wish. The industry is very vast and there appears to be services for all kinds 
of cl ients, like, trol ls fo r companies, tro lls for celebriti es, troll s for liberal opposit ion 
pol iticians, and the government and even tro lls for trolling trolls.4s It is perceived that 
us ing the same young, educated, English-speaking workforce that made the Philippines 
a global call centre and content moderation hub, the troll fanns in the Philippines are 
becoming a sought a fter destinat ion for corporate and political campaigns worldwide.46 

While this brings short-term benefi ts to a few groups of people in the country, in the 
long-term it indicates the ri se o f an alanning level of information disorder in the country 
and the region. 

Indonesia is another country where commercial disinformation actors are rapidly 
growing. Locally known as political ' buzzers' and fa ke-news syndicates, these agencies 
are responsible for producing fake news and are increasingly draw ing politicians to 
take their services for defending their campaigns and/or spread misinformation or 
disinformation about their opponents on social media:17 One of the most well-known 
buzzers l onriah Ukur G inting, popularl y known as Jonru, had 1.47 mill ion followers on 
Facebook, almost 100,000 on Twitter and more than 60,000 on Instagram and used his 
influence to promote disin formation and hate speech.48 He was arrested in September 
20 17. Another notab le producer of fake news and hate speech in Indonesia is Saracen, a 
syndicate of onl ine content creators for hire. The administrators of this syndicate spread 
customized, divisive, and sectarian content us ing several thousand fake or hacked social 

4J Samanth Subramanian, " Inside the Maccdonian Fake News Complex", Wired, avai lable at hups:flwww. 
wired.coml20 17/0Vve les·macedonia-fake·newsl, accessed on 07 Ju ly 2020 . 
•• Dan Tynan, "How Facebook powers money machines for obscure political ' news' sites", The Guardian, 24 
August 20 16, 
' J Shibani Mahtani and Rcgine Cabato, "Why cra lly Internet trolls in the Philippines may be comi ng 10 a 
website ncar you", Washingloll Posl, 26 July 20 19 . 
• 6 Ibid. 
41 Venn i Kwok, " Indonesia", in MasalO Kajimolo and Sllmanlha Stanley (cds.), Ill/ormaliol/ Disorder ill Asia 

(llld the Pacific, Hong Kong: Joumal ism and Media Studies Centre, The University of Hong Kong, 20 19, p. 10 . 
... "Police arrest JOllru Ginting on charges of 'spreading hatred''', BBC Indonesia, available at hups:llwww.bbc. 
comlindonesialindoncsia·41438278, accessed on 04 JUlie 2020. 
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media accounts:'9 The Indonesian police uncovered the existence o f Saracen in 2016 and 
arrested three of its members fo r spreading incendiary mate ri al online through social 
media .~o However, this group kept functioning. In Janu31Y 20 19, Facebook removed 207 
Facebook Pages, 800 Facebook accoun ts, 546 Facebook Groups, and 208 Instagram 
accounts linked to Saracen Group for engaging in ' coord inated inau thentic behaviour ' 
on Facebook.s, Although these financiall y- motivated actors might not always have a 
political agenda, their actions have a lasting impact on the political environment of a 
country. 

While many stud ies have been carried out on the tro ll farm s and fake news 
syndicates of the Philippines and Indonesia due to their global reach, there are lim ited 
studies and publicly avai lable documents of similar actors in other countries of the 
regions. Although the troll farm s and fake news syndicates may not operate in such 
magnitude or are not as o rganized, in the in-depth interviews for this paper, experts 
estimated that such actors are present and widely functiona l in other countries too. This 
can be understood by refl ecting on the fun ctions of s imilar agencies like Cl ick Famls. 
C lick Farms are large ly funct ional in many countries of the region. For example, in 
Bangladesh, the operation of such companies can be traced back to 20 12 Y One effect ive 
tactic of information disorder is to lise repurposed spam or market ing accoun ts for the 
dissemination di sinformatioll and amplify ing contents. The study of the datasets of 
recent g lobal events showed that such accounts are readi ly and cheaply ava ilable for 
purchase from rese llers.B So, it is predicted that such actors have evolved with the trend 
and engaged in information disorder activit ies as wel l. 

3.2 Cyber Troops 

Cyber troops can be loosely defined as groups of people with knowledge and 
ski ll s of digi tal content creation , online engagement , and digita l media advert isements. 
As digital media became an inevitab le part of both civ il and political lives, governments 
and political parties invol ved cyber troops in their media stra tegies to conduct pub lic 

,Q Yenni Kwok, op. cit. 
so "Facebook lakes down hundreds of Indonesian aecoun lS lin ked to lake news syndicale". Remers, 01 February 
2019. 
" Nathaniel G leic her, ''Taking DowlI Coordi nated Inauthentic Behavior in Indonesia". Facebook Newsroom, 
a va; lable at h tt ps:llabout. fb .com/news/20 1 910 I Ita k; ng-down-coord inalcd- i nomt hcnl ie-beha v ior-i n-i ndoncsiaJ, 
accessed on 04 June 2020. Thi s lenn is used by Faeebook 10 indicale user behaviours which vio late Ihe 
company's community slandard like people misrepresenling themselves, using fake accounts. al1ificially 
boosting the popularily of the cotHern, or engaging in behaviours designed to enable other violat ions of ils 
policies. 
Sl Charles Arthur, " How low-paid workers at 'click farms' create appearance of online popularity", The 
Guardiall, 02 August 201 3 and Indrani Basu, "How 'C lick Famls' In Bangladesh Are The Real Face or 
On line ' Popularity''', Hu ffinglonposl, India Ed it ion. avai lable at hllps:llwww.hullingtonpost. in/20 16/04/01 1 
bangladesh-click-fanns_n_9590000.htm1. accessed on 02 June 2020. 
II Tom Uren , Elise Thomas and Jacob Wa llis, TlI'eefing 'hrol/gh 'he G/l!a/ Fi/l!\I'lIl1. Issues Paper Repol1 No. 25, 
Canberra: The Australian Strategic Pol icy Institute, 2019. 
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dip lomacy and manage their on line presence. The s ize and permanency of the cybertroops 
var ied depend ing on the media landscape and politi cal environment of the countries. In 
some countries, the cyber troops are hired temporarily du ring elections or important 
political events, whi le in others, they are integrated into the media and communication 
landscape. But besides maintai ning public relations of the governments and political 
parties, many cyber troops have often been deployed to control, censor, and shape 
conversation and infomlation onl ine.5-I In the 20 19 G lobal ln vcntol)' of Organ is cd Social 
Media Manipulation, Oxford Internet Institute (011) presented evidence of organized 
social media manipu lation campaigns in 70 countries in which at least one political party 
or government agency used socia l media to shape public attitudes domestica Jl y.ss Out of 
these 70 countries examined, cyber troops of 52 countries reportedly created content such 
as memes, videos, fake news websi tes, or manipulated media in order to mislead users. 
Oil 's report from the previous year 's shows that the number of countries undertaking 
such a form of computational propaganda was 48 in 2018 and 28 in 20 17. That means, 
over the last two years, computation propaganda by governments and pol itical parties 
using cyber troops increased by 150 per cent which shows the gravitas of the situation . 
The report also revealed the presence of cyber troops South and Southeast Asia which are 
briefly discussed in the fo llowing sub-sections. 

3.2.1 Cyber Troops Afjili(lfel/ witlt Governmelll Agencies 

Government affi liated cyber troops usua ll y refer to people working for relevant 
agencies of the administration like communication or dig ital ministries or, in mi lital)'­
led campaigns. In O il 's Global Inventory of Organised Social Med ia Manipulation, in 
the regions of South Asia and Southeast Asia, such actors were fou nd in eight countries, 
i.e. , Cambodia, Malays ia, Myanmar, Pakistan, Phi lippines, Sri Lanka, Thailand and 
Vietnam.s6 The scale of operat ion of cyber troops in these countries varies depending on 
the type of government and leadership. 

T he Phil ippines under the leadership of Pres ident Rodrigo Duterte has seen a 
drastic ri se of misinformation, dis in formation, and malin formation in both trad itional and 
digital media. Such disi nformatio l1 campaigns can be traced back to the 20 16 pres ident ial 
election during which a sophisti cated information strategy was initiated by deployi ng a 
network of hyper-part isan influential bloggers. trolls, and bots.n It was reported that these 
people produced spin and spurioll s reports in different fonn s and on various platforms 
to influence voters during the election period.58 Afte r winning the elect ion and taking 

Sol Samantha Bradshaw and Phi lip N. Howard, 2019, op. CiL 
s' lbid. 
Sol Ibid. 
Sl Maria A. RCSS3. ·· Propaganda Wnr: Weaponizing the InterneC', Rappler. available at https :llwww.rappler. 
cOlll/nation/ 148007~propaganda·war-weapon izing~intcmct , accessed on 04 June 2020. 
» Yvonnc T. Chua and Ma. Diosa Labistc. ·"Thc Philippines··, in Masato Kajimoto and Samantha Stanley (eds.). 
op. c iL p. 25. 
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office, selected cyber troops from the election campa ign were reported ly appointed in 
Pres idential Communications Operations Office (peDO) which indicated a continuation 
of the strategy at the state leve l.59 This was particularly reflected surrounding the war 
on drugs. The cyber troops reportedly shared disinformat ion and malinformation by 
promoting distorted reports and statisti cs about the success of the war on drugs and used 
out of context images to j ustify actions.60 The di sinfofm ation campaign also aimed at 
mass reporti.ng and shutting down the soc ial media accounts of opponents and critics of 
the government policies.61 

In Vietnam, cyber troops have a forma lized appointment. They are a part of a 
military cyber warfare unit ca lled Force 47 and compri se of as many as 10,000 mcmbers.62 

Although the unit is responsible for countering ·wrong views' on the internet, they are 
also alleged for conducting onl ine propaganda and censoring social media.63 Such acts of 
cyber troops is a challenge for the info rmation ecosystem. 

Military operated computational propaganda was also reported in Myanmar. 
The Myanmar military has been responsi ble for persecuting minorities in the country 
through a series of oppress ive acts. The military has been accused of using social media to 
propagate hatred against se lected communities. On 28 August 20 18, Facebook removed 
425 Facebook pages, 17 Facebook groups, 135 Facebook accounts and, 15 Instagram 
accounts linked to the Myanmar military for engaging in 'coordinated inauthentic 
behaviour ' on Facebook and Instagram. 64 On 15 October 201 8, Facebook furthe r took 
down 13 pages and I Oaccounts linked lo the Myanmarmi litary under its misrepresentation 
policy.65 Facebook 's invest igation found the Tatmadaw used seemingly independent 
news and opinion pages to covertly push the messages of the Myanmar military. 66 Here, 
deceptive measures were deployed to conduct dis informat ion campaigns by exploit ing 
the features of digita l platforms. There are also allegations that the military might have 
directly used socia l media platforms to incite vio lence against the Rohingyas. As part of 
the International Court of Just ice case brought by Gambia accusing Myanmar of genocide 
against the Rohingya, a request was fi led in June 2020 with the US District Court for the 
District of Columbia to force Facebook to re lease "all documents and communications 
produced, drafted , posted or published on the Facebook page".67 It is expected that these 

~q Ibid, p. 26. 
b(J Ibid. 
61 Miguel Syjuco, ·'Fllke News Floods the Phil ippi nes·', Tlte New }ork nilles, 24 Octobcr 2017 . 
6: ·· Victnam unve il s I O,OOO-strong cyber unit to combat 'wrong views'··, Relilers, 26 December 20 17. 
6 ) Reponcrs without Borders, ··Victnam's 'Cybcr-troop' Anlloullccment Fuels Concern about Troll Armies", 
avai lable at https:llrsf.orglen/news/victnams-cybcr-troop-anllouncc1l1cnt-fuc ls-concern-about-trol l-annies. 
accessed on 20 April 2020. 
6-4 Faccbook Newsroom, '·Rcmoving Myanmar Military Official s From Facebook'·, available at hups:l/about. 
tb.comlnewsI20 18/08/remov ing-myanmar-officialsl. acccsscd on 02 Junc 2020. 
6S Ibid. 
66 Hannah Ellis-Peterscn, "Facebook removcs accounts associated wilh Myanmar mil itary", 71Je Guardial/, 27 
August 2018. 
67 ··U.S. coun nskcd 10 force Facebook to release Myanmar officia ls' data for genoc ide casc··, Relllers, 10 Junc 
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communications materials of the Myanmar military officials and police forces including 
Mi n Aung I-Ilaing, commander-in-chief of Myanmar's armed forces might have evidence 
of genocidal intent against the community.68 This is a significant revelat ion about the 
abuse of social media platforms by the actors of information disorder. 

3.2.2 Cyber Troops of Politiciall.s 1I1lt1 PolitiL'lIl PlIrties 

Understanding the ro le of cyber troops appointed by pol iticians and political 
part ies is compl icated as there can be a thin line between informat ion and propaganda 
in politics. Pol iticians and political parties across the world extensively use dig ita l 
platforms as part of the ir campaign strategy. They use the power of the platforms to build 
grassroots support and spread their messages in crucia l times li ke elections. However, 
besides promoting legitimate political messages, the cyber troops of many political 
parties have resorted to usi ng disi nforll1at iol1 . They are held responsible for intent ionally 
spreading disinformat ion to forward their agenda, suppress political opponents and 
artificial ly inflate the number of followers, l ikes, shares or retweets using fake accounts, 
thus creat ing an illusion of grassroots support and popu larity.69 The existence of such 
cyber troops is very prominent in South and Southeast Asia. The 20 19 Global Inventory 
of Organised Social Media Manipulation reported six countries namely, India, Indonesia, 
Malays ia, Pakistan , Philippines, and Sri Lanka for engaging in such activi ti es. 70 The case 
ofi ndia and the Philippines are briefly discussed here to give an insight into the structure 
and methods used by the cyber troops. 

In Ind ia, the leading political part ies are reported to have dep loyed a large 
number of cyber troops for political campaigni ng on social media. Both the Bharatiya 
Janata Party (SJP) and Indian Nat ional Congress (INC) are known to have ' IT ce lIs' 
since the early days of social media. However, many a time these groups have reported ly 
used automation, tro ll ing and disinformation techniques. 71 The encrypted peer-to-peer 
messaging service of WhatsApp is the most used tool in the digital campaigns in the 
coun try, part icula rl y during elections. For example, during the 2018 Karnataka state 
elections, it has been reported that at least 50,000 WhatsApp groups were created by both 
the BJP and INC to spread their messages. 72 While many messages in these groups were 
regu lar campaign advert isements, many were reported as disinformation, malin formation 
and, messages to inflame secta ri an tensions among the different re ligious communitiesY 

2020. 
6S Ibid. 
1/1 Samantha Bradshaw and Phi lip N. Howard, Troops. Trolls (llId Tl'OlIbfelllaken': A G/obal /J/I'Cn/OIy of 
Organized Social "'''edia ManiplI/alion , Oxford, UK: Oxford Il11crnel InstilUtc, 20 17. 
10 Samantha Bradshaw and Philip N. Howard, 2019, op. c it. 
11 Samantha Bradshaw and Philip N. Howard, "Case St udy: India" in $anul1ltha Bradshaw and Ph ilip N. 
Howard, 2019. op. eit. 
n Vindu Goel , " In Ind ia, Faccbook's WhatsApp Plays Centra l Role in Elections", The New York nmes, 14 
May20 18. 
lJ Ibid. 
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In the 2019 parliamentary elect ions, it was reported that 8J P's Delhi IT Cell has built 
a five-tier system to reach its messages to the grass roots stretch ing from the states to 
the districts, and then on to booths, and finally mCll1dcds7

'\ employing several thousand 
workers for disseminat ing political messagi ng in WhaLsApp groupS. 7S But once these 
groups are created, it is difficu lt to contro l and monitor what messages are disseminated 
in it. Thus, it often becomes a source or dis info rmatioll . Alongside these two Icading 
political parties, other groups have a lso resorted to s imilar campaigns to a varying extent. 
In a highly polarized political environment of India, the spread of disinfofmation by 
cyber troops of political parties has o ften led to the spread of misinformation by common 
people due to hyper-connectivity and lack of med ia literacy, thus g iving rise to a highly 
complex information disorder. 

A s imi lar structure of cyber troops is also seen in the Philippines. The country 
witnessed a multi- layered network of politi cal party affiliated cyber troops responsible 
fo r spreading disinformat ion. In a recent study, media scholars Jonathan Corpus Ong 
and Jason Cabancs documented an architectu re of networked dis information where 
profess ionalized and hierarchized groups of political operators design dis in rormation 
campaigns, mobilize c lick armies, and execute innovati ve digital techniques.76 

Accord ing to the report, at the top tie r are ' chief dis informatioll architects' or strateg ists 
who are often senior professionals with an advert is ing and public relations background 
hired by politicians to put together and implement the com munication plans. T he chier 
disinformation arch itec ts, in turn, assembled ' dig ital influcnccrs' who maintain multiple 
socia l media accounts with abo ut 50,000 to two mill ion ro llowers across Twitter and 
Facebook. The chief strategists also hired communi ty- level rake account operators to 
repost and relweet the messages of dig ital influc ncers to crea te il lus ions of engagement . 
The community-leve l workers are usually fresh co llege graduates. pol iticians' 
administrative staff, and online freelance workers.77 Polit ical parties and cand idates in 
the Philippines are reported to have tapped into these networks du ring the elect ions to 
manipulate and shape the opinion of voters. 

3.3 Extremists and Hard-line Religious Groups 

Use of on li ne platfonns by local and international terrori st organizations have been a 
major security concern for many countries in South Asia and Southeast Asia. The use of these 

7~ Sub-district Icvel category of administrative divis ion in some parts o f' Indi;L. 
" Amrita Madhukalya. "56-hour lag in Congress 's reach on WhatsApp gives I3JI' thc cdgc", H;ndus/all 

Tillles, avaihlble at https:llwww.hindustanti mcs.com/ lok-sabhu·eIcClions/who-s-creating-whatsllpp-buzz-this­
election-scason/slOry-NAewnMqSCqZlxtGlaclDhO.html, accessed on 02 June 2020. 
7~ Jonatha n Corpus Ong and Jason Vincent A. ClIbanes, "A rchitects of Networked Di siniorrnation: Behind thc 
Scenes of Troll Accounts and Fake News Production in thc Philippines", available at http://ncwtontcchlordev. 
co rn/wp-colltcn tlup loads/20 I 8/021 A Tch itects-o f- N ct worked-Di 5i n f orilla I 10 n -Exccl! t i ve-Su rn mary-F i na I. pd f. 
accessed on 05 Junc 2020. 
n Ibid. 
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platfonns by the Islamic States (ISI S) to spread propaganda and radicalize young people 
added an entirely new dimension to the abuse of this technology_ Besides these organizations, 
there is a new form of online aCli vity by extremists and hard-line religious groups. 

Religious groups and its leaders hold a very respectable and influential position in 
societies of many countries of South and Southeast Asia. However, many hard-line religious 
leaders and groups are reported to have abused their power to preach radical views, hate 
speech, and sow hatred and division in society along religiolls lines. Increasingly, such 
actors have adopted new technologies and initiated social media-based campaigns which 
have far-reaching consequences. In South and Southeast Asia, the active ro le of these actors 
is vis ible in countries like Myanmar, Thailand, Indonesia, India, Sri Lanka, and Bangladesh. 
In each country, there are several actors of this category belonging to Buddhist, Hindu, and 
Islamist hardliner groups. Here it needs to be noted that these groups are addressed through 
different labels, for example, radical groups, ul tra-nationalists, relig ious-nationalist, ethno­
nationalist, extremists, ctc. However, this paper focuses only on the online content shared 
by these groups. Some of the major activities of the hardliners of dominant religious groups 
in their respecti ve countries in recent times are briefly discussed in this part. 

The first name that comes up in this category is Ashin Wirathu, the Buddhist 
monk of Myanmar and his hard-li ne Buddhist group Ma Ba Tha. They are held 
responsible for promot ing disinformation and hate speech against the Rohingyas through 
social media accounts and pages. Ashin Wirathu has reportedly used social media for 
years to dissemi nate anti-Muslim hate speech, jingoistic sermons, and virulent rumours 
about the Rohingyas in the cOllntry. 78 He amassed hundreds of thousands offollowers to 
help circulate his incendiary sermons and videos. In June 20 18, Facebook blacklisted 
and banned Ma Ba Tha and few extremist monks in additio l110 Wirathu from its platfonn 
for posting inflammatory coment and stoking hatred towards the Rohingyas.79 

Such actors are also acti ve in Myanmar 's neighbouring country Thailand. For 
example, a radical Buddhist monk named Phra Maha Aphichat Punnajanto was held 
responsible for initiating social media campaigns to propagate anti-Muslim hate speech 
in the country. He came into discuss ion in 2015 after he urged Buddhists across the 
country to burn down a mosque as retribution for every monk ki lled in the insurgency in 
southern Thailand.so His messages also included claims that a number of Thai Muslims 
were conspiring to 'seize Thailand' through various means. 81 Such hate speeches are a 
threat to religious harmony and social cohesion in a country. 

71 Laignce Barron. "Nationalist Monk Known as the 'BUnllCSC bin Laden' Has Bcen Stopped From Spreading 
Hate on Facebook". lime, 28 February 20 18. 
7<1 AFP, " Faccbook blacklists Myanmar hardlinc Buddhist group", The Strai/~· limes, ava ilable at hups:llwww. 
straitstimes.com/asialse-asialfacebook-blacklists-myanmar-hardline-buddhist-group,accessed on 14 July 2020. 
~ Pallarat Thepgumpanat and Panu Wongcha-um, "Thai government takes action against monk over anti· 
Muslim views·', Rellters, 21 September 20 17. 
81 "Muslim leader demands probe of anti-Islam talk", Bangkok Post. available at https :llwww.bangkokpost. 
comltlmilandlpoliticsl760780/musli m-lcader-dcmands-probc-of-anti-i shllll·ta lk, accessed on 01 July 2020. 
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Hard- line Buddhist groups using social media to advance the ethno-nationalist 
agenda is also present in Sri Lanka. Amith Weerasinghe's Mahason Balakaya and 
Buddhist monk Galagoda Alte Gnanasara's Bodu Bala Sena (BBS) are the two most 
prominent groups at present.82 These groups have been responsible for ampl ify ing hate 
speech against the minority comm unities, particularly Muslims, and sowing divisions in 
the society. Social med ia pages run by leaders and act ivists of these groups are perceived 
to be critical too ls of their hate campaigns. 

Anti-Muslim hate speeches and disinfonnation are also widely dissem inated 
by the Hindu zealots in India in reccnt times. s3 A study by Equality Labs revealed that 
Is\amophobic content is often the most violent, threatening, and gruesome of hate speeches 
in Facebook India. 84 Such contents involved Islamophobic slurs, the glorification of 
violence by alluding to previous incidents of violence against Muslims, all ti-Rohingya 
posts, conspiracy theories, ·etc. 85 Alongside target ing the Muslim community, hate speech 
and disi nformation against the Christians and selected castes li ke the Dali ts are also 
widely disseminated. Besides Facebook, several other platforms like WhatsApp and 
Twitter are widely used in this process. 

Another actor in th is category is the cyber arm ies bank ing on religious 
identity. Such actors use on line pl atforms to exp lo it the rel igious and eth nic fault 
lines and trigger ha te and intolerance. The Muslim Cyber Army (MeA) of Indonesia 
is one such group. According to The Guardian 's report , "The network is accused of 
spreading fa ke news and hate speech to inflame religious and ethnic schi sms; fa n 
paranoia around gay men and lesb ians, alleged comm unists and Ch inese people; 
and spread defamatory content to undermine the presidenl."s6 The MCA network is 
reported to have several groups tasked for di ffere nt act ivi ties, namely the Fam ily 
MeA , the United MeA , the Legend MeA, Spec ial Force MeA, Mus li m Sniper, and 
MCA News LegendY In 2018, Indonesian Pol ice arres ted six suspected members 
of this network fo r spread ing fake news in the coun t ry. ~8 According to the report 
of the cybercrime directorate at the Nat ional Police's Cri minal Invest igation Unit, 
the group actively up loaded negat ive conten t and fake news on socia l media which 

82 Zaheena Rasheed, " In Sri Lanka, hate speech and impunity fuel anti-Muslim violence", AI Jazeera. 13 March 
2018. 
83 Sec more at Maya Mirchandani, DigiTal Harred. Re(ll Violellce: Majoriwrial/ Radka/isalioll alld Social 
Media ill Illdia , ORF Occasional Paper 167, New Delhi: Observer Research Foundation, 201S. 
8~ T. Soundararajan, A. Kumar, P. Nai r and J. Greely, "Facebook India. Towards the Tipping Poi nt of 
Violence: Caslc and Religious Hale Speech", Equality Labs, 2019, avuilablc at hnps:/lwww.equali lylabs.org/ 
faeebookindiarcport, accessed on OS July 2020 . 
., Ibid. 
86 Kate Lamb, " Muslim Cyber Army: a 'fake news' operation designed to derai l Indonesia 's leader", 
The Guardian, 13 March 20 18 
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The WashinglOl1 Post, 01 March 2018. 
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inc luded defamation of ind ivi duals or groups, and material that cou ld provoke racia l, 
ethnic, rel igious or intergroup confl ict. 89 

Ex tremist groups in Bangladesh have also made on line platforms an integral 
part of their campaign. Social media networks were extensively used by extremist groups 
like the Hizb ut-Tahrir Bangladesh and Ansarul1ah Bangia Team (ABT) to disseminate 
propaganda and encourage indi viduals to oppose the state. 90 According to Bangladesh 
Enterprise Institute (BEI)'s Perception Survey, alongside Hizb ut-Tahrir and Ansarullah 
Bangia Team, other groups like Jama 'atul Mujahideen Bangladesh (1MB), Harkat-u l­
Jihad-a l-Islami-Bangladesh (Hul l-B) and Hizbut Tawhid are also major actors in using 
online mediums to propagate their rad ical views.''' Besides these extremist organizations, 
at present, many smaller hard liner groups and rel igious leaders wi th radical views are 
also seen to use social media to propagate hate messages targeting other re ligious groups 
in the country. 

3.4 Volunteers 

Volunteers are another important actor in in fo rmation disorder. They actively 
collaborate wi th government or pol itica l parties to spread political ideology or pro­
government messages. In many cases, volunteer groups are made up solely of youth 
organizations. Whi le these groups of volunteers usua lly promote a posi tive image of the 
government or pol itica l party, they often resort to sharing disinfofmation . Such groups 
are visible in almost all countries of South and Southeast Asia. 

In India, networks of volunteers dissemi nate sophisticated di si nformation 
stra tegies across social media, responding in real-time to political developments. There 
are several scopes of engagement, for example, ass ist in WhatsApp Group Management, 
create content or engage on social media platforms like Facebook and Twitter.92 These 
volun teers often post fal se and hyper-part isan informat ion in defending the political 
party they are connected to. Such all egiance also seems to have political motives li ke 
gett ing not iced by the party IT ce ll or the party political leaders themselves. And in case 
they get noticed or followed by the IT cell or the political leaders, it somehow increases 
their social credit or social capi ta l and often opens doors for them in real li fc. 93 

8'J [bid. 

qo [flekham[ Bashar, "[S[S, AQ[S and the Revival of [s[amist Mili tancy in Bangladesh", COl/lifer Terrol'isl 
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9~ Sec more at Karnika Kohli, "Congrcss vs BJP: The curious case of trolls and po[itics", The Tillles oJ/lidia, 
[ [ October 20 [3. 
~J Based on an interview with Rudronce[ Ghosh, Indian analyst and journalist. The Times of Ind ia on 22 May 
2020. 

26 



bliss IlEIB 

In Sri Lanka, the volunteers propagate dis in format ion on behal f of political 
parties or re ligious and ethnic groups. They act like tro lls and engage in ampl ification 
of content favo urable to them and drowning out criticisms of their favoured party or 
grouP yJ Sim ilar activit ies are also reportedly vis ible in Bangladesh, Myanmar and the 
Philippines. But in most times, these are loosely coordinated and thus difficult to trace. 

Vo lunteers are important actors in the political field as they actively disseminate 
disin formation in support of political parties or politicians but it insulates them from 
any direct associat ion. While most or the time such acts arc inten ti onal, at times general 
ci ti zens perform such acts to show allegiance and loyalty to the party or leader without 
realizing they are contributing to the in formation disorder. 

3.5 Sochtl Media Influcncers and Paid Citizens 

As actors of in formation disorder, paid citizens have a slightly different role 
in comparison to the volunteers. At times it is seen that political parties actively recrui t 
citizens who are usually in prominent positions in the society or on dig ital platforms in 
order to share specific narra ti ves advantageous to them in exchange for money or any 
other foml of remuneration. Since these cit izens are not offi cially affiliated with the 
politica l party, the ir voices can be used to he lp disseminate messages from a seemingly 
independent voice. Such actors are perceived to be present in many cOllntries, but because 
the arrangement takes place on a personallevcl, it is difficu lt to trace and document. 

3.6 Individuals and Groups 

Individuals and groups work ing independen tly arc one of the most crucial actors 
of informat ion disorder. As already discussed, the digital platforms equip its users wi th 
powerful technologies to produce and disseminate information. Individual users can 
run independent blogs, channels, pages, or websites th rough which he/she can share 
disinform3lion. malinformalion, and hale speech targeting the state, government, and 
religious groups. Such actors are vis ible in all countries. For example, in Bangladesh, 
such individuals and their associates are some of the major actors of disinformation. 
They often act from outs ide the country or in a covert manner within the country and 
ampli fy their contents th rough various techniques. 

At times individuals with firm bel iefs regarding a particu lar issue can also foml 
groups among themselves and fu rther push out content th rough collaborated content 
creation and sharing. While this strategy was immensely powerful for act ivists, now it is 
exploited by sections of the on line media users. Besides creati ng ill·intended contents, 
indiv iduals and groups also contribute to the in formation disorder cycle by sharing 
misin formation without rea lizing the harm they are doing to the information ecosystem. 

'I.> Based on an in terview with a Sri Lankan media pmclitioncr on 08 May 2020. 
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3.7 Online Media Outlets and Online Versions of Traditional Media 

The advent of new media has given rise to several small 10 large scale contcnt 
creators catering to the need of online news portals, websitcs, and blogs. But these online 
outlets do not always maintain a standard editorial policy and often initiate disinformation 
campaigns. The digital advertisement models based on the level of user engagement is 
onc of the main factors for these conten t producers to create news which grabs quick 
atten tion rather than objective reporting. Such practice is seen in many parts of the world 
including South and Southeast Asia. For example, online news websites are often the 
purveyors of fake news in Indonesia and Vietnam . India has its fair share of websites 
that spread misinfonnation, disinfonnation, and propaganda. In Bangladesh, online news 
portals are also significant factors behind information disorder. 

Here, it is seen that in some cases, the online news portals target general audiences 
throughout the country, but also in some cases such platforms target limited audiences 
in se lected regions within the country.95 Many of these portals are known for spreading 
mis infonnation and TUmours. Because of the scale and nature of their operation, these 
platfo rms are often difficult to monitor by fact-checkers. But these small actors play 
an influentia l role among the local audience and misinfonnation shared through these 
platforms can have severe consequences. Thus, it is also important to pay attention to 
such actors. 

While the actors of online platforms are under serious scrutiny for their role in 
information disorder, the traditional media outlets are also responsible to some extent. 
Over the past years, most traditional media outlets have created their online presence. 
But it is often seen that the onl ine vers ion of mainstream media outlets does not maintain 
a similar editoria l standard as that of the print or broadcast version. In order to stay 
relevant and break stories fi rst, they often resort to unsubstantiated news, cl ickbait 
headlines, and disinformation. Th is is frequently seen in the case of Bangladesh and lndia. 
Disinformation and malin formation coming from these mediums are very concerning as 
they can cause severe harm due to their wide reach and acceptability. Additionally, many 
newspapers and media channels pick lip unverified social media posts and reproduce it in 
the mainstream media without sufficient sc rut iny, further contributing to the in formation 
disorder. 

The above discuss ions presented an overview of the main categories of actors 
responsible for information disorder in South and Southeast Asia. The moti vations and 
nature of the operation of the actors showed how the infonnation disorder developed 
in the coun tri es of these regions. Apart from these major actors. the operation of other 
actors like strategic communication firnl s, public relations agenc ies, and civil society 
organizations are also vis ible in few countries 0 11 a small scale. All these portray the 

.., Based on an interview with Din M. Suman Rahman on 26 June 2020. 
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wide range of actors starting from indiv iduals to governments. and from vo lun teers to 

industria l tro ll s, who arc responsib le for conduct ing ditferent forms of mis information, 
disinformation, ma linforrnation, fUmour and hate speech campaigns through online 
platforms and messag ing services in order to create an in formation d isorder which suits 
their specific purposes starti ng from winn ing elections to orchestrat ing genocides on 
minorities. 
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Chapter 4 

Tactics Adopted in Information Disorder 

The actors orthe information disorder adopt a series of tacti cs to generate content 
suitab le for thei r agenda and then spread it to their target aud iences. Over the years these 
tactics have evolved depending on the ski lls of the actors, technological advancement, 
and the features of dig ital platforms. Seve ral steps are involved in the process. In th is 
paper, the commonly lI sed tactics or the twofold process, i.c., creat ion and dissem inat ion 
have been discussed with relevant examples of South and Southeast Asia. 

4. t Content Creation 

The first step involves the generation of content. The contents can be classified 
into several types. In this part, the outline of the First Draft is taken as a primary basis of 
content class ificat ion and then additions are made based on the popular practices in the 
two reg ions. 

4. t .1 Fabricated COllIellt 

Fabricated content indicates that it is 100 per cent fa lse and is designed to 
deceive and do harm. The acto rs of information disorder use th is tact ic in multiple ways 
like creat ing false images, audio and videos. At times these are very easy to detect , but 
in many cases, the level of fabrication is so int ricate that it often bypasses the 11 Iters of 
social media companies and fact-checke rs. Increas ing ly, powerful technological features 
like Artificial In te lligence and Deepfakes?6 are be ing used to create deceiving content. 
Wh ile much discussions surrounding it have been goi ng on in the West , a simi lar tact ic 
was a lso seen in the recently held Delhi elect ion in India. On 07 February 2020, a day 
ahead of poll ing in Delhi for the Legislat ive Assembly, a series of videos ofBJP politician 
Manoj Tiwari appeared on mUlt iple WhatsApp groups. The videos showed Manoj Tiwari 
speaking against his pol itical opponent Arvind Kejriwal in Engl ish and J-I aryanvi.97 But 
analysis of the Indian fact-checking organizat ion Boom revealed that those videos were 
never made, rather manufactured by AI-generated Oeepfake technology. It needs to be 
noted that in a political environment where information disorder is rampant, creati ng 
such fabr icated content which is hard fo r any regu lar viewer to detect is a larming. 

'16 The term Dccpfake rc!ers to synthetic media where the speech and actions of an individual can be used 
to create a video of another person using deep leaming. Previous ly the term was mostly llssociated with 
pornography, but now it is also used in political campiligns. 
91 Archis Chowdhury, "B1P's Deepfake Videos Create Row; EC Unclear How To Respond", Boom, available at 

hups:/Iwww.boomlive.in/politics/bjps-deepfake-vidcos-crcHlc-row-ec-unclcllr-how-to-respond-6952, accessed on 
05 April 2020. 
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4. 1.2 Imposter COIl/ellt 

Genuine sources of in formation are often impersonated to push out convincing 
content at the cost of deceiving the audience. This tacti c often involves the logo or name 
of cred ible mainstream media outlets. This tactic is widely used by ac tors like cybcr 
troops and fa ke news syndicates. Recently in many countries inc luding Bangladesh, 
India, and Pakistan, a post went viral in social media regardi ng the COVID~ 19 that lI sed 
UN ICEF as the source. People bel ieved in the content as it used the name and logo 
of a trusted organiza tion. But it was misinformation and the UN ICEF authori ty later 
debunked issuing such a statement.98 In India, Sri Lanka. and Bangladesh99. government 
agencies were also impersonated to create misleading content regard ing the withdrawa l 
of lockdowns and government decis ions regard ing the si tuation. 

Another tactic of imposter content is creating fa lse Facebook pages or YouTube 
channels replicat ing authentic news sites. This is a common prac ti ce by selected actors. 
For example, in Bangladesh, Facebook took down " nine Facebook pages des igned to 
mimic legitimate news outlets", which included one appear ing like Bri tish Broadcasting 
Corporation (BBC)'s Bangia- language service and another replica ting bdnews24.com, a 
popular online news portal in the country. IOO In Vietnam, imposter accounts of Vietnam 
Television (VTV) and fake VT V channels are wide ly viewed on YouTube. Im poster si tes 
are common in the Phili ppines as wel l. It is d ifficult for ave rage readers to disti nguish 
between authentic and fa ke sites at first g lance. Whi le such sites are usuall y taken down 
or deactivated after being exposed, it is seen that the contents o ften remerge through new 
identities. 

4.1.3 False Context 

This tact ic involves the use of genuine content but wi th fa lse contextua l 
information. T his is a widely used tactic in times of natural d isasters or confli cts by most 
actors. For example, in Bangladesh, a photo of a man engul fed in fl ames was widely 
shared in soc ial media attributing to the at roci ti es on Rohingyas in Myanmar. However, 
the photo was originall y o f' a Tibetan activist who set himself on nrc and ran through 
a demonstration in New Delh i ahead of the Chi nese Pres ident 's vis it to Ind ia on 26 
March 20 12. 101 Many such contents were shared regarding the Rohingya cris is. While it 

9S Julia Jacobo, "UNICEF wanlS of scam corona virus mcssttgcs circulilling Ihrough soc ial media". ABC Neil'S, 

10 March 2020 and UN ICEF Bangladcsh Faccbook Page, available al hllps:llwww.faccbook.com/unicefbdl 
pholosia.4444 13372266529/3852494 11479 1754r!lype=3&thcater, accessed on 02 April 2020. 
019 See more al Qadanlddin Shishir, "Government Did NOI Dec ide On Opening Schools tmd Colleges After 
Eiel" , Boom, ava ilable al https:llwww.boombd.com/fake-ncws/govl-did-nol-decidc-on-opcni ng-schools-and­
col legcs-aftc r-eid-899 I ?i nfin itescroll= I & tbclid=1 IV A R 18Nzfl PNns5dpsH Efr 3G r BA RorsaOSbClolllkZ4Rj E 
wliLJ IOzBoSmOpU, accessed on 22 July 2020. 
100 Assoc iated Press, " Facebook shuls down fake Btlllg ladcshi news sites ahead of VOle", The Daily SIal', 20 
December 20 18. 
101 Tuhin Shubhra Adhikary and Wasim Bin Habib, "Fake phOlos lrolling". The D(li(1' Slar. 26 November 2016. 
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is true that the Rohingyas were fac ing severe persecution in Myanmar, sharing such kind 
of content gives rise to information disorder and the severity of the issue is di luted in 
debates between credible and non-credible in formation. 

4.1.4 Mis/ellding COli/em 

Misleading content is a complex and hard-ta-define tactic which involves 
intervention at multiple levels, like the text, image, or statistics. Accord ing to First 
Draft, misleading content is hard to defi ne because it involves several concerns about 
the context, the amount and significance of the om itted quote, the extent of the photo 
cropped or edited, and the change in the fi gures and statistics, etc. This grey area is the 
reason why in many cases artificial intelligence cannot Hag th is type of content. This 
makes such content bypass the fi lters and dwell in the information ecosystem. This is 
difficult and lime consuming for the fact-checkers as wel l. It is seen that before the 
disputed content can be verified, it has already reached a large-sca le audience. This is 
a widely used tactic by many online news portals, click farm s, and even cyber troops 
of political part ies. Such content is particu larly visible during elections and in times of 
heated debates between polit ical opponents. 

4.1.5 False Connection 

This is a type of content when headl ines, visuals, or captions do not match with 
the main story. This is again a commonly used tact ic by actors li ke cl ick farms and 
communication agencies who have incentives to popularize contents very quickly. This 
is particularly a big problem in South and Southeast Asian regions as a large number of 
people use Free Basic versions of popular social media platforms, wh ich means that users 
can have unl imited access to few selected services without using data. 102 So, whenever the 
users corne across a content having a false connection, be it through memes, click baits, 
and screenshots of headlines, they do not cl ick through it as going to a different website 
would have data charge. They are also unaware of the option to verify it through search 
engines as in most cases their understanding of the internet is limited to Facebook or 
WhatsApp onl y. So, they fa ll for the disinforma Li on at first glance without going through 
the process of readi ng and analyzi ng the material and then, forward it as misinformation. 

4.1.6 Satire or Parody 

This kind of content has no intention to cause harm but has the potential to fool. 
Sati re or parody has always been a great tool for artists, activists, and critics but this 

101 Emily Stcwan , "Can Faccbook be InJsted to combat Ill isinronnation? Sri Lanka 's shutdown suggests no" , 
Vox, available at https:llwww.vox.com/20 19/4/23/1851 1640/faccbook-sri-lanka-bombing-socia l-media-attack. 
accessed on 08 July 2020. 
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foml of art has been abused in the digita l plat forms as a lactic of information disorder. 
Previously in traditional mcdia, people could easi ly know content to be a sa tire based on 
where it is published or who created it. But in on line platforms, segments of news or clips 
of videos are shared from several sources. People cannot trace the origin of the source 
and fail to see it as a satire. So, in most cases, the repeated share ofslI ch content misleads 
people to think it as legitimate in formation. Thus, they fa ll into the misinformation trap. 
Also, many a time, informat ion from satirical sites either intentionally or mistakenly, is 
circulated as legitimate information in news portals which further adds La the complexity 
o f the problem. 

4.1.7 Persuasion Oil Religiolls Lilies 

This is a very effective tactic used by ill -intending actors to disseminate hate, 
bigotry, and into lerance among rel igious com mun ities. Such a form of content capita lizes 
on the sentiment ofpeoplc. For example, in Bangladesh, messages often go vira l across 
platforms stating that if the receiver is a true be li ever, s/he needs to forward the message 
to 100 people (approximately) to g ive proof of faith , save the re ligion, etc. Similar tacti c 
is also seen in India over WhatsApp forwards. In this part of the world , such a kind 
of persuasion largely benefits the ill-intend ing actors as it drives engagement from a 
significant section of the users . This pract ice was dominant in the earl y days of messaging 
service and social media use in the countries. Although it has reduced over the years, it 
still has a large aud ience during the times of conflicts or tensions among communities. 

4.1.8 Cross-platform Circulatioll 0/ COlltellts 

Actors of informat ion disorder usually target to disseminate contents through 
several platforms. So, the same content is created with modifications based on the features 
of the platforms, for example, emphas is o n narra ti ve on Facebook and WhatsApp, 
images on Instagram, and audio-visua ls on YouTube. Therefore, it is seen that s imilar 
messages would circulate through all popular publ ic platforms and messaging services 
and the audience wou ld repeatedly be ex posed to the conten t. However, the public po licy 
standard and response to disinformation are not the same for all companies. So, even if 
the content is taken down or fact-checked in a particu lar platform, in most cases those 
are still access ible in other platforms. Thus, it makes it difficult to contai n the flow of 
such information. 

4.1.9 OjJfille Circulatioll o/Olllille COllfellf 

The connection between on li ne and o fflin e surro unding the spread of 
disinformation is often over looked. Countries in SOlilhAsia have very strong community­
level networks. In many cases in Ind ia. Bangladesh and Sri Lanka, it was seen that 
dis information campaigns orig inated online are quickly disseminated through offline 
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techniques like sharing the printed or photocopied version of the content, announcing 
through megaphones, mobilizi ng through mobi le phones calls, etc., especially in 
semi·urban and rural settings. Even if thc questionable content is taken down by the 
intemlediaries or regularity organization, the offlin e version is hard to track. So, it is 
very important to take the offline circulation under consideration when it comes to 
disinformation or rumour surrounding critical societal and religiolls issues. 

4.2 Technologies to Amplify Contents 

After the content is crea ted, the actors adopt different kinds of tactics to push 
their messages to their target audience. Sharing of these kinds of content has been 
possiblc by using or abusing the technology of digital platfonns like search engines, 
social networking sites, multimedia sharing platforms, blogs, peer to peer messaging 
applicat ions, etc. 

The first tactic that is used is "Astroturfing" which refers to the use of troll 
factories, cl ick farms, and automated social media accounlS to give a false image of 
grassroots support of the person or thing. It creates inorganic popu larity around an 
individua l, organization, or message in the on line platforms. Several digita l entities are 
involved in this process. 

Firstly, the accounts of cyber troops arc used for disseminating the contcnt Most 
cyber troops maintain multiple accounts on several platforms so they amp li fy the mcssages 
through those. Next, human-run fake accounts are deployed which conceal the true identity 
of the use r. Fake human-run accounts engage in conversations by posting comments, 
tweets, or by privately messaging ind ividuals via social media platfonns. In the Oi l 's 20 19 
Global lnvenlOry of Organised Social Media Manipulation, human-operated fake accounts 
were found in India , Indonesia, Myanmar, Pakistan, the Philippines, Sri Lanka, Thailand, 
and Vietnam. Fake account networks are usually run in exchange for financial incentives. 
For example, in the Philippines, community-level fake account operators are paid a fixed 
daily rate based on a set quota of online posts and comments. IO] Also, previously used 
spam or marketing accounts are repurposed to spread disinformation . But these activ ities 
are usually detected by the socia l media companies and taken down shortly. So, in order 
to bypass this, actors are coming up with new and innovati ve tools. For example, one 
new tactic is buying legi t Facebook accounts from young children and then using it for 
disinfonnation purposcs. I().I Hacked accounts arc also used to spread propaganda and 
misin fomlalion framing the person. The followers and audiences arc usually deceived by 
the posts or endorsements coming from these accounts. This is common ly seen before the 
elect ion whcn accounts ofhigh·profi lc political candidates are taken over by such activities. 

10J Jonathan Corpus Ong :md Jason Vincent A. Cabancs, op. cit. 
II}l CNN. "The Fake news machine". available at hups:llmoncy.cnn.com/intcract ivc/medialthe-macedonia· 
story/. accessed on 03 April 2020. 
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The information disorder tactic also involves suppressing online voices by 
taking down content or accounts of targeted individuals by mass reporting. The same 
tools used for ampli fying popularity are deployed to report ta rget content or account 
through coordinated networks. Posts by activists , political dissidents, or journalists often 
get reported by slich networks ofaccQunts, thus curtaili ng opposi ng narrati ves. 

The second tool used in the process or dissem inating disinformation is bo ts. 
Bats are most common ly used 10 inflate the number of fo llowers o f a socia l media 
account. They are also used to amplify narratives or drown out political dissent. In the 
O il 's 20 19 Global Inventory of Organ ised Social Media Manipulation, in South and 
Southeast Asia, bots act ivities were reported in Cambodia, India , Indonesia, Malaysia , 
Myanmar, Pakistan, Philippines, Sri Lanka, and Thailand. Another similar too l is Cybrog 
which are accounts run in a combination of both humans and bots. Whi le these tools are 
excessively used in technologically advanced countries like the US, Germany, the United 
Kingdom, and Russia, in SOllth and Southeast As ia, 0 11 has recorded such activity in Sri 
Lanka onl y. However, it is important for other countries to be vigi lant. 

The thi rd tactic is ta rgeted adve rti sing and boosting of content. By using onli ne 
and offline sources of data about users, and paying for advert isements on popular social 
media platforms, some cyber troops target specific communities with disin fonnation or 
manipulated media. Here the underlying business models of digita l platforms come into 
play. Just by clicking a few options, actors can set parameters of who they want lO target. 
The platform's algorithms would do the rest. This is a very effect ive tacti c for influencing 
public opinion before key deci sion making events like electio n and re ferendum. 

The fourth tactic is the use of Data analytics. Whi le this tact ic came in limelight 
after the revelation of Cambridge Analytica 's opera tion, actors in different countri es are 
also attempti ng to use it. Data-driven political consultants playa key role in this regard. 
While much documentation of this activity in South and Southeast Asia has not been 
found, Malays ia and India reportedly saw the use of such tact ic in recent times.lOs It 
needs to be noted that some or these tactics are not a ll illegal or violate the policies of 
on line media platforms as of yet, as the too ls used in this process were primarily designed 
for digi ta l advert isers. But it becomes dangerous when actors of information disorder 
operate like marketing agencies and abuse the features to disrupt political conversation 
and influence public opi nion through decept ive means. 

After the creation and dissem ination of dis in formation , malinroramtion, and 
rumour by ill-intending actors, such content is shared by genera l users of the platforms 
as misinformation. The combination of features like sharing, react ing, boost ing and 

IQ~ See more at Shubhra Pant, "Why thi s is India 's big data etection", Times of Illdia, 16 April 2019 and 
Thirteenth Parliament of Singapore. ';Report oCthe Se lect Committee on Deliberate Online Falsehoods-Causes, 
Consequences and Countermeasures", available at hltps:/Isprs.parl.gov.sg/se lec\comrnitteeJsclectcolllmillccJ 
download?id= l&type=subRcport, accessed on 05 July 2020. 
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adverti s ing amplify these contents and make it reach audiences at scales never imagined 
before . But while abuse o f technology is a problem, the underlying technical infrastructure 
and business models of the on line platforms also playa ro le here . 

The Infonnalion Age made information from an almost limitless number of 
sources instantly available at fingertips. But people are not served with such a plethora 
of infonllation at once. In an online environment, content-shaping and ad-targeti ng 
algorithms play the role of human editors and decide the di stribution of content. It selects 
what information and in which order it will be shown to the audience. In this regard, 
algorithms can be described as certain sets of rules and preferences which determine 
the order of news feeds or search engine ranks '06, for example, Facebook's News Feed, 
Twitter 's Timeline, and You Tube's recommendat ion engine. Algorithms are set by social 
media companies and search engines to determine what is worthy of attention and what 
should appear in public view. I07 But despite the immeasurable impacts that these content 
shaping algorithms have in public life, the technology remains largely opaque leaving 
the public in dark about what shapes their online environment. While Facebook, Google, 
and Twitter do not hide the fact that they use algorithms to shape content, less is known 
about how the algorithms actually work, what factors influence them, and how users can 
customize their own experiences. ,o8 

Algorithms also determine which use rs should be shown a given adverti sement. 
According to Open Tech nology Institute's (OTI) report , the advert iser usually sets the 
targeting parameters like demographics a nd presumed interests, but the platform 's 
algorithmic systems pick the specific individuals who will see the ad based on the 
detailed information that the companies have accumulated about the users and their 
online behaviour, for example, users' previous interac tion with similar content and the 
interactions of other users who are similar to them Yl'1 This gives rise to filter bubbles 
and echo-chambers that actors exploit in dis infonnation campaigns by initiating targeted 
contents wi th the aim to manipulate opinion. Also, while traditional adverti sing places 
ads visible to all , like everyone who walks by a billboard or flips through TV channels, 
see the same advertisement, online targeted advertising can target each audience 
differently and feed information that actors think would help in influencing the ir opinion 
towards specific outcomes. This shapes their information environment and in tum their 
poli tica l reality. Moreover, the business models of most onl ine platform s are optimized 
for the convenience of advertisers. According to Amnesty Internat ional's 2019 report, 
Google and Facebook's total revenues come almost entirely from advertising, at 84 and 

106 Alan Maclcod (cd.), Propaganda ill/he Injorma/ioll Age: Sfill Mamljactl/rillg COI/:,·elll , London: Routledge, 
2019, p. 34. 
101 Ibid. 

1M Nathalie Marcchal and Ellery Roberts Biddle. II S No /.Jlls//ile COII/elll. Ii s the BlIsiness Model: Democracys 
Online Speech Challenge, Washington. DC: Open Technology Institute. 2020. 
I" Ibid. 
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98 per cent, respecti vely."o This business model seems to facil itate actors of information 
disorder as the actors operate like any established digital marketing agency. 

Here, it can be seen that by following the combination of tactics of content 
creation and dissemination, actors des ign d ifferent kinds of campaigns to fulfil their 
objectives. Two factors are crucial in this regard. First, the presence of highly skilled 
actors capable of decei ving people and at times even the fact-checkers through the 
content-creat ion tactics. And second, banking on the underlying technical and business 
model of the digital platforms to amplify the content and reach audiences, both in mass 
scale and through micro-target ing. The combination of these creates an information 
disorder which is increasingly becoming high ly complex and difficult to manage. 

110 Amncsty Intcrnational , SlIIl'eillallCe Giallls: How rhe Bllsinen" Model of Google and Facebook Threalens 
Humall Righls, London: Amnesty International, 2019. 
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Chapter 5 

Impacts of Information Disorder 

Information disorder can have impacts on several levels start ing from individual 
to state. In this chapter, the impacts have been analysed from the societal and state level. 
Here the paper will explore how information d isorder can bring harm to communities and 
impact social cohesion, re ligiolls harmony, peace, law and order situation, and politica l 
inst itutions or the countries of South and Southeast Asia. 

5. t Information Disorder Triggering Attacks and Vigilantism 

One of the 1110St horrific impacts of information disorder recorded so far has 
been the ' WhatsApp murders' in India. 111 Between 20 17 and 20 18, one video of child 
abduction accompanied by texts indicating that kidnappers are arri ving in the city to 
abduct children went viral over WhatsApp users in India. The video reached some of 
the remotest parts of the countl)'. The fear- Illongering content made people sllspicious 
of trave llers and outsiders in their locali ties. So, whenever an outsider was seen in the 
local ity, Illany people immediately connected them wi th the alleged kidnappers and 
mobilized crowds wi thout verifying or going into the details of the person. Only based 
on the rumours they received through the messaging services, the angl)' and suspicious 
crowd attempted to establish vigilante justice of the alleged child kidnappers. This 
eventually led to several mob attacks and the murder of at least 30 people in di fferent 
parts of India. 1l2 The situation became so volatile that in Tripura, the man hi red by the 
government to tour villages with a megaphone to II)' 10 dispel rumours of child kidnappers 
was also beaten to death . However, in reality, the viral video was the edited version of a 
chi ld safety and abduction awareness campaign created in Pakistan,1I3 But by omitting 
the context and the end scene in which the boy is returned safely, only the cl ip of the 
abduction was shared. The video was widely circu lated and it was almost impossible 
to track down the orig inal creators. This inc ident evcnr ua lly led WhatsApp to change 
its group messaging features for India and also made the government vigilant of such 
acti vities, but by this time many li ves were already lost due to the impact of information 
disorde r. 

Bangladesh also witnessed a sim ilar pattern of in formation disorder triggered 
mob attacks in di tfere nt parts of the country including Dhaka in 20 19 which led to the 
kill ing of eight people and attack on 30 people.1I4 Although the contex t was different, 
the fea r-mongering surrounding child abd uction in online plat forms was si milar. The 

111 Michael Safi, "'WIWISApp murders': India struggles to combat cri mes linked to rnessllgi ng serv icc", 
The Gllardian, 03 Jul y 2018. 
III Ibid. 
I II Ibid. 
II. "Bangladcsh lynchings: Eight killed by mobs over fal se child abduction rumours", nBC, 24 July 2019. 
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incidents took place after rumours went viral on Facebook! YouTube, and online news 
portals that human sacrifices were needed to build the Pactma Bridge and chi ldren were 
beheaded as offeri ngs. This led to the mobilization of mobs and the killing o f people they 
suspected of kidnapping. One such incident involved a mother of two children who went 
to a school inquir ing about her children's admission process. Suspicion surrounding 
the rUlllour people received onl ine, led them to attack and eventually kill her. Later in 
the statements provided by Bangladesh Police, none of the victims was fOll nd to be 
involved in chi Id abduction. 115 But incidents I ike thi s reRected the disastrous impact that 
informat ion disorder can have in society. 

Besides India and Bangladesh, a similar panel'll of rumours about kidnappers 
targeting children to steal their organs became viral in Indonesia. Such rumours also resulted in 
the loss oflives due to mob attacks on suspected people inlllany parts of the country between 
20 10 and 20 16. 116 Again in 2018, messages and videos of alleged child kidnappers in act ion 
were widely circulated in social media and chat groups. stoking alarm among parents, despite 
reports confinning that the so-called abduction news was fake.117 It also needs to be noted that 
similar incidents of mob killing surrounding a nunour on WhatsApp took place in Mex ico in 
20 18,II S Mob attacks triggered by similar nUllOlirs were also recorded in France in 20 19."9 

Here, is it is seen that messaging services, social media platfomls, and clickbaitjournalism 
of online portals preying on people's fears upgraded the age-old rUlllour of chi ld abductors 
to fit for the Infonnation Age by making it spread much faster and wi th less accountabil ity. 
Ln all these cases, the text was associated with video or images of alleged kidnappers flee ing 
in a speeding car, van, or a motorbike and also disturbing images of dead bodies. But it was 
later revealed that the videos and images used were from completely separate inc idents and 
placed out of context. But with the speed in which sllch contents are shared and due to the 
fear-mongering narrative of the messages, most people easi ly fe ll for it without checking its 
authenticity. A section of them was triggered by these contents to del iver vigilan te justice, 
often resulting in deadly consequences, 

In formation disorder also triggered mob attacks and targeted killings in 
Pakistan, Rumours, misinformation and di sinformat ioll surround ing poli o vacc ination 
are widely persistent in Pakistan, which is one of the on ly three countries where polio 
remains endemic. 120 Propaganda and rumours against polio vaccination , for example, 

li S Ibid 
116 Nils Bubandt, "From l-l ead-hunter to Organ-thief: Veris im ilitude. Doubt. ;lIId Plausible Worlds in Indonesia 
and Beyond", Oceallia, Volume 87, Issue I. 201 7. 
!11 A. Muh. Ibnu Aqil, " Fake abduction videos stoke fea r among parents", The Jakar/a POSI, available at htlps:11 
www.thejakartapost.com/newsl20 18/ I I/oI / fake-abduction-videos-stoke- fear-among-parents.html. accessed on 
01 July 2020. 
!l8 Marcos Martinez, "Bumed to dcath because of a rumour on WhatsApp", BBC, 12 November 2018. 
lI'l Aurelien Breeden, "Ch ild Abduction RUlllors Lead to Violence Ag;l inst Roma in France", 71le Nell' )ol'k 
Times, 28 March 2019 . 
110 The Global Polio Eradication Init iative, "Endemic Countries". available at hl1p:llpoliocrud ic<ll ion.org/ 
whcre-we-work/polio-endcl1lic-countriesl, accessed on 13 June 2020. 

39 



children falli ng sick after being vaccinated, ora l vaccine constituted of hormones to 
make chi ldren ste rile, the product was harCllu l21

, it was a cover for foreign interests, etc. 
were widely c ircula ted. m These resulted in fata l consequences in parts of the country, 
particularly in the western regions bordering Afghan istan. Such rumours not only 
ri sked severa l thousand ch ildren ge tt ing a ffected but, it also endangered the lives of 
polio vacc inators and the law enforceme nt agency offi cials deployed to protect the 
vaccinators. In the past fe w years, rumours and di sin formation campaigns widely spread 
through social media triggered mob attacks and target ki llings of several on duty polio 
workers and pol ice officers guardi ng vaccinators. 1l3 

It was seen that in many cases the disputed anti-vaccination content was 
downloaded from Facebook and then circulated through either WhatsApp or directly 
transferred from one ce ll phone to another,12J thus even when the contents were taken 
down from Facebook, it was still available in other media. In April 2019. several 
staged videos were posted to Twitter and Facebook from the province of Khyber 
Pakhtunkhwa which fal se ly reported chi ldren fall ing gravely ill after rece iving the 
polio vaccine. 125 According to First Draft , the videos were part of an anti-vacc ine 
dis information campaign that caused mass panic in the coun try. In the same week, 
as the videos spread, a mob o r 500 people se t fire to a hea lth cl in ic in Peshawar 
and mosque loudspeakers broadcast rumours that polio medi cines were ' poisonous ' . 126 

Here, both onl ine and o ffl ine tactics were used to disseminate the messages. Besides 
th reatening the lives of the individuals involved, such campai gns seemed to have an 
impact on the already difficult batt le aga inst the virus. In 201 8, only 12 polio cases 
were reported in Pakistan but in 20 19, the number spiked to 146 cases with 92 in the 
province of Khyber Pakhtunkhwa, where the videos originated.127 

Rumours surround ing sterili zation also triggered mob attacks in Sri Lanka. 
In early 20 18, a false c laim that 23,000 sterili zation pills were seized from a Muslim 
pharmacist in Ampara, Sri Lanka was spread through social media platforms. l28 This was 
seen by many Sinhalese as a Muslim plot to sterili ze and destroy the Sinhalese population. 
While this fUmour spread online, it also had real life implications on the very next day. 

III Forbidden by Islamic Law. 
m Lucy Lamb ie, "Ki ll ings of police and polio worke rs hllil Pak istan vacc ine dri ve··, The Gllardian , 30 April 
20 19. 
123 See more al Ben Fa rmer, " Motorbike gun men ki ll two po lio workers in PlIki stan' ·, The Telegraph , 30 
Ja nua ry 2020 and Ha roon Janj ua. ·' Polio vacc ine worke r shol dead is th ird kill ed in Paki stan Ihis wee k", 
The Telegraph , 26 Apri l 20 19. 
Il~ Haroon Janjua, '·Pakistan thanks Facebook for prompt removal of ant i-vacci ne posts" , H,e Telegraph, 
26 June 20 19. 
IlS Lydia Morrish. '· How fake videos unrave lled Paki Slan·s war on polio· '. FirSI Dra ft, available at https :1I 
fi rstdra flnews.orgflatestlhow-fake-videos-unrave lled-pakistans-wa r-on-polio/. accessed on 13 June 2020. 
Il~ Ibid . 

127 Pakistan Polio Emd icatiol1 Progmmmc, ·' WPV Polio e llSCS Across Pakistan 's Prov inces··, available al 
https:llwww.endpolio.com.pk/polioin-pakistan/polio-cases-in-provinces, accessed on 13 June 2020. 
128 Amanda Taub and Max Fisher, op. c il. 
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Si nhalese customers dining in a Muslim run restaurant found a suspicious object on food 
and immediately connected it to the sterilization TUmour. The event quickly escalated 
and led to the mobilization of mobs who attacked the owner. destroyed the restaurant and 
torched a local mosquc .1 29 The brawl over the food was also recorded and shared online, 
further ampli fyi ng tension between the Muslims and Buddhists. 

Another incident invo lving steri li zation fUI110ur occurred in Sri Lanka in May 
20 19 where a Muslim doctor was alleged for secret ly steril iz ing 4,000 Sinhala Buddhist 
womcnYo First published in a Sinhala language newspaper, the story became widely 
ci rculated th rough social media. Later, the claim was debunked as fal se after arrest and 
investigation of the alleged doctor by Sri Lanka authority. 1) 1 But such rumours have 
seriolls implications in society. According 10 Reuters report, "Allegations a Muslim 
doctor might be forcibly steril izing Buddhi sts are particularly incendiary on an is land 
where hardliners with in the Buddhist majority have accused Muslims of seek ing to use a 
higher birth rate to spread their influence"Y2 In both the cases discussed here, it can be 
seen how a rumour can take a communal spin, create tension among communities, and 
also trigger mob attacks agains t people of a target communi ty. 

These incidents from India, Bangladesh, Sri Lanka, Pakistan, and Indonesia 
show the magn itude of the impact that a rumOll r on social media can result in. Here 
it is seen that the narrative and c.ontent may be di fferen l, but in all cases, sections of 
general people decided to take the matter into their hands and del iver justice instead of 
relying on the state institutions. This is a criti ca l problem for this region. Thus, it is very 
important to closely analyze the socio-poli tica l, cultural, and rel igiolls context of online 
media TU mours 10 assess which kind of contents have the potentials to trigger attacks and 
vigi lan tism and therefore, take necessary precautionary measures. 

5.2 Hate Speech Inciting Violence Against Selected Communities 

Hate speech inciting attacks against a comlllunity or escalat ing on-going 
confl icts is not a new problem, but usi ng the strength of the online platforms to trigger, 
amplify and accelerate the process is a major problem of in formation disorder. Such 
actions are widely seen in many parts of the world , especia lly target ing vulnerable or 
minority communities. In South and Southeast Asian regions, therc is evidence of hate 
speeches on social media platforms to be the causal factors of violence agai nst target 
communities, in most cases the ethnic and rel igious minority groups in the country. 

IZ<I Ibid. 
1)(1 AFP Sri Lanka, "Sri Lankan authorities found the Muslim surgeon had not performed nny sterilisations", 
AFP Faci Check. 05 July 20 19. 
III Ibid. 
m Alexandra Ulmer and Qmar Rajarathnam, '·Unsubstant iated cl3ims Muslim doctor steril ized women raise 
tensions in Sri Lanka'·, Relllers, 06 June 201 9. 
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Myanmar is an important case where social media was used to incite violence 
and hatred agai nst the Rohingya minority group. Marzuki Darusl11an, Chairman of the 
United Nations Independent Internat ional Fact-Finding Mission on Myanmar stated that 
social media had played a " determining ro le in Myanmar and ... substantive ly contributed 
to the level of ac rimony and dissension and conflict, if you will , within the public. Hate 
speech is certa inly o f course a part ofthat." m The Human Rights Counci l's report states, 
"The ro le ofsociallllcdia is significant. Facebook has been a useful instrument for those 
seeking to spread hate, in a context where, for IllOSt users, Facebook is the Internet. 
Although improved in recent months, the response of Facebook has been slow and 
ineffecti ve. The extent to which Facebook posts and messages have led to rea l-world 
discrimination and violence must be independently and thoroughly examined . "13~ 

The se ri es of incidents surrounding violence and oppression against the 
Rohingya community led to around one million people fl ee ing the country and 
taki ng shc lter in bordering Bangladesh. It is widely believed that the combination of 
misinformation, dis information, mal in forll1ati on, and hate speech by influential actors 
in the country contributed to violence aga inst the community in this prolonged period of 
conflict. Multip le actors played a ro le in this process, like the military, rad ical Buddhist 
groups, and religious zealots. To scrut in ize the role of the military, a request was filed 
to Facebook aski ng for communication materia ls of Myanmar military o fficials and 
police forces as part of the ongoing International Court of Justice case. lJ5 Hard-line 
Buddhist monks like Ashin Wirathu are also known to be responsible for disseminating 
hate speech, inflam matory content and sowing divis ions in the society, as discussed in 
Chapter 3. A sect ion o f general citizens influenced by these hard- line Buddhist groups 
also resonated with the messages and ampli fied it through the ir accounts. The online 
act ivities of all these actors are known to have played a critical ro le in inci ting attacks 
and escalating the ongoing conflict aga inst Rohingya communit ies. 

Following the atrocities and under severe criticism frolll civi l society and 
international organizat ions, Facebook took steps to ban some of the prominent actors of 
information di sorder in the country and combat hate speech. However, an invest igation of 
Rellters found that many of these networks were still acti ve and propagated hate against 
Rohingya and ot her Musl ims in Mya nma r. As o f August 20 18, the in vest iga tion 
fou nd more than 1,000 examples of posts , com me nts, images and videos attacking 
the com munity,u6 Additionally, it was found tha t, unlike the previous time, 
Facebook was nOl lhe on ly platform used for this purpose. The disinformation and 
hate campa ign a lso proliferated Twitter. Thi s shows the widespread information 

III Tom Miles, ·· U.N. ill veslig:nors cile Fflcebook role in Myunmnr crisis'·, Relller:,', 13 Mnn.:h 201 8. 
1J.j 1·lurnan Rights Council. Report of the IlIdcpelidelll ImenU/tiollal Fact-Filldillg Mi.~.\· ioll 011 A·(I'(llIl1Ial'. 
Geneva: Human Righls Council. 2018. p. 14. 
m "U.S. court askcd 10 lorcc Facebook 10 release Myanmar ollicials' dala for genocide easc··, Remers, 10 June 
2020. 
Ill> Sieve Sieck low. I I/side Facebook s M WIIII//al' operatioll: f/mehook, Yangon : Reuters. 20 18. 
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disorder surrounding the Rohingyas in Myanmar and the magnitude of th e impact 
it can have in real li fe . 

A similar pattern of hate speech inciting violence was also recorded in Sri Lanka. 
In Sri Lanka, the government accused Facebook offailing to control rampant hate speech 
that it says contributed to ant i-Muslim riots that left three people dead and the country 
under a state of emergency.iJ7 The violence in Kandy is understood to have been sparked 
when a group of Muslim men in Digana town was accused of killing a man belonging 
to the majority Sinha la Buddhi st community and in response, violence erupted targeting 
the Muslim community. 138 In the whole process, social media played a key role. During 
the event, Tumours and hate speech spread like wildfire on Facebook and perpetrators 
carried out arson attacks, targeting dozens of mosques, shops and homes of Muslims. 
The situation escalated to a level where the government had to brieRy ban Facebook.I J9 
Amith Weerasinghe, the leader of the Buddhist hard-line group Mahason Balakaya was 
accused of helping to instiga te the violence th rough nearly 150,000 followers on his 
Facebook page. 140 

In response to the events in Sri Lanka, Facebook hired Art icle One, a 
human rights consultancy firm to investigate the maller. Article One report revealed, 
" Facebook platform contributed to spreading rumours and hate speech, whi ch may 
have led to ' offl ine ' violence. Indeed, the assessment fou nd that th e proli fe ration 
of hate speech (e.g. , " Kill a ll Muslim s, don' t even save an in fant ; they are dogs") 
and mi sin formation (e.g., that a Muslim restaurateur was adding sterili zat ion 
pill s to hi s customers ' food) may have contributed to unrest and in the case of the 
restaurateur and others, physical harm . " 141 A fter the fin di ngs were released, Facebook 
acknowledged its impact in Sri Lanka stating, " We recognise, and apologise for, the 
very rea l human rights impacts that resulted." 142 

Wh ile these two cases in Myanmar and Sri Lanka received national and 
in ternationa l attention due to the magnitude of the impact, hate speech aga inst target 
commun ities rema ins widely persistent on social media platforms across many 
countries in the regions. Several times it is seen that such content continued to stay 
in the platforms despite being reported by users and fac t-checkers. This aspect of 
information disorder needs more attention from all relevant stakeho lders like social 

1)1 Michael Safi. "Sri Lan ka accuses Faccbook ovcr hate speech aHer deadly riots··. The GI/ardiall, 14 March 
2018. 
ll8 Michael San and Amanlha Percra. "S ri Lanka dcc lnres st:lte of cmerge ncy alier com munal violencc··, 
Tlte Guardiol1 , 06 March 2018. 
119 Meera Srinivasan , ;'Onl ine hale and ils omine costs··, The Hindll, 16 Muy 2020. 
140 Michae l Sail , op. cit. 
141 Anicle One, "Assessing the Human Rights Impact orlhe Faccbook Platfonll in Sri Lanka·' available al hHpS:1I 
aboul.lb.com/wp-contcntlllploadsf2020/05fSri-Lanka-H R1 A-ExeCllli vc-Summary-v82.pdC acccssed on 22 Ju ly 
2020. 
142 Joshua Bruste in, ·' Facebook Apologizes for Role in Sri Lankan Violencc··. Bloomberg, 13 May 2020, 
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med ia companies, fact-checke rs, civil socie ty organizations and assoc iated government 
agenc ies to prevent online contents from creat ing offlin e v io lence, 

5.3 Religious Defamation Triggering Revenge Attacks 

Another pa ttern of information disorder which can instigate an attack on 
communiti es is re ligious defamation, In Bangladesh, religious defamat ion and rumours 
about defamation being shared online triggered conflict and tension between the 
majority Muslims and the minority communities on several occasions in the past ten 
yea rs. Here a combinat ion of both online a nd offl ine tact ics was used in the process. 
The atrocity in Ramu, an Upaz ila in the southe rn part of Bangladesh at Ukhia, Cox 's 
Bazaar was one o f the worst acts of communal attacks in Bangladesh. It was one of 
the first noticeable incidents of instigating hate campaigns through soc ial media. On 
29 September 2012, as many as 18 pagodas were destroyed and about 50 houses burnt 
down in Ramu and nearby areas by the mobs who were Muslims, I"3 A fabr ica ted photo 
hurting the reli gious sentiment of Muslim s a ll egedly shared by a Buddhist man was 
considered to be the reason behind this orchestrated attack on the minority Buddhist 
communi ty. 144 A sim ilar incident occurred in Pabna in 2013. A Hindu student named 
Rajib Shah was accused o f maligning th e Prophet and on that bas is. atrocity was 
carried out on the predom inate ly Hindu vi llage in Santhia upazi la of the district. 14s 

The attack was incited when photocopies of a Facebook page defaming the Prophet 
were circulated in the village linking it to that studen t Raj ib Shah , However, The Da ily 
Star analyzed the disputed content and could not find any direct connection wi th the 
accused s tudent. l ~6 

On 30 October 20 16. Nas irnagar, the district in Brahmanbar ia, wi tnessed 
another incident where vio lence was triggered by a Facebook post demeaning the Holy 
Kaaba purportedly from the account named Rasraj Das.141 However, invest igat ion 
found that the photo was not uploaded from Rasraj's phone. instead, it might have 
been used to frame hi m. 148 One year later, on 10 November 20 17, vio lence erupted 
in Thakurpara village of Rangpur when rtImour spread that Titu Roy, a Hindu man of 
the vill age, defamed the Prophet in a Facebook post. Based 011 the rumour, at least 30 
Hindu houses were looted, vandalized and torched by zealots. 149 During the incident , 
one man was ki lled and 20 others were inju.red as police fired rubber bullets and teargas 

10 Julfikar Ali Manik. "A dcvil's dcsign", The Daily Sill/,. 14 October 201 2. 
144 Inam Ahmed and Shak hawat Liton, "Ramu violence: In the shadow of what we don't know", The Busilless 
Slal/c/ard, available at hnps:lltbsnews. netlbangladesh/crime/ramu-violence-shadow-what-wc-dont-know, 
accessed on II August 2020. 
IH Ahmed Hu mayun Kabir Topu, "Hindus attacked in P"bna", The Daily Star, 3 Novcmber 20 13. 
1.16 Ibid. 
147 " Mayhem in S'baria", 71Ie Daily Star, 31 October 20 16. 
148 Shakhawal Lilon, "Rasraj a victim", Tile Daily SIal', 04 December 201 6. 
1 ~'1 "S 'haria-style plot beh ind Rangpur arson", The Daily Sial', 15 November 201 7. 
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shells to restore law and order. 150 But in an investiga ti ve report of Dhaka Tr ibune, it 
was fou nd that the post was uploaded from an accou nt named Md Titu, not Titu Roy_ 
It is likely that someone e lse might have impersonated him . lSI 

The most recent inc ident along a similar narrat ive was recorded in Shola's 
Borhanuddin Upazi la on 20 October 20 19. Clashes broke surrounding screens hots oran 
alleged Hindu youth engaging in defamatory conversation against Islam on Facebook 
messenger. The content became viral in the locality and led to the mobilization of 
hardliner local Muslims under the banner "SarbaslOrer Mlislim Tawhidi lanata" to stage 
demonstrations demanding trial of the youth. As an act of revenge for the defamation, a 
house was torched and 12 more vanda li zed belonging to the Hi ndu community. '52 C lashes 
also broke out between the law enforcement agency deployed to control the situation and 
the demonstrators which eventually resulted in the death or four people and injured more 
than a hundred. In this case too, it was fou nd that the Facebook account of the alleged 
Hindu youth was hacked and he was allegedly framed fo r re ligious defamat ion Yl 

In all these cases it is seen that tile allegation of defamation was based on 
fabricated content, hacked account or Facebook pages used to frame a person. Although 
the defamation originated from act ivities or a llegation o f act ivities online, it is seen that 
the conflict was triggered primarily through offline measures like announcements, shari ng 
of photocopies of content, pamphlets or sc reenshots. In all these cases, different minority 
communities became victims under different circulllstances, but it was a ll centred on onl ine 
activ ities that hurt the rel ig ious sentiments of the majority Muslim population. Th is pattern 
of online religious defamation triggering revengeful actions needs to be carefu ll y stud ied 
as it can have severe consequences in societies. It also creates the scope of fram ing people 
as it was seen in most cases that the alleged person d id not have a di rect connection with 
the disputed content, rather the person was a victim of the situation. 

5.4 Disinformation Fuelling Xenophobia 

In multicultural and heterogeneous countries of Southeast As ia, onl ine platforms 
are often used to fuel xenophobia. Such acts are increasing ly becom ing a concern in 
countries which hosts a large number of migrants, li ke Singapore and Malaysia. 

The Real S ingapore (TRS), a socio-political websi te in Singapore, is one such 
onl ine platform wh ich was respons ib le for creati ng severa l anti-foreigner content and 

15<1 Ibid. 
151 Liakut Ali Budai and Kamrul Hasan , " Rangpur Al1ack: FB post uploaded frol11 Rangpur, Tit u li ves in 
N'gu ng" Dhaka Tribune, 12 Nove mber 2017. 
IS2 "Poliee-Protesters Clash in Bhola Over Hate Spread Thru ' FB 10: 4 Killed, 100 Injured", The Daily Slar, 
2 1 October 2019. 
ISJArifur Rahman Rabbi and Ahad Chowdhury Tuhin. "Bhola clash: Hacker of l3iplob's Facebook account 
identified, Kamal says", Dhaka Tribune, 24 October 20 19. 
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encouraging hostility aga inst them by propagating fa lsehoods since 20 12., s4 This fue lled 
xenophobia on one hand and brought in significant revenue from online advenisement 
to the website owners on the other. In 2016, TRS ' fou nders were fou nd gui lty of sedition 
and deliberately sowing discord between Singaporeans and fore igners. 1S5 

Disinformation to inst igate xenophobia was also seen in Malaysia. For example, 
during the 20 13 general elections in Malaysia, disinfonnation spread that "40,000 
Bangladeshi nat ionals were brought to Malays ia to vote to help swing the votes to 
the benefit of the then ruling coa lition".'56 Later, the Malaysian Com munications and 
Mu ltimedia Commission (MCMC) identified this as fa lse news and took the initiat ive to 
arrest the suspect behind this disinformation caInpaign.'57 However, the information had 
already been widely circulated through social media. The impact of that disinfomlatio l1 
was felt by those whose physical appearance looked like fore igners as they were 
confronted and manhandled in polling stations. IS8 

5.5 Impacts of Information Disorder on Social Movements and Protests 

The In formation Age brought significant changes in how social movements are 
initiated and carried on. Us ing data from the Global Database of Events, Language, and 
Tone, the Center of Strategic and International Studies (CS IS) published a report which 
revealed that mass protests increased ann ually by an average of 11.5 per cent from 2009 
to 20 19 across all regions of the world. '59 This ri se in number seemed to have a connection 
with the penetration of the internet. In 2009, 1.5 billion people were connected to the 
internet, in 20 19, it became more than double and the number of internet users reached 
4 bi ll ion. While digital con nectivi ty cannot be said to be the sole drivi ng factor of the 
overall trend in protest, however, the internet connectivity facilitating rap id transmission 
of information became a critical enabler for global protests. Social media and virtual 
discussion boards served as platforms for sharing grievances, connecting aggrieved 
people, and ultimately spurri ng mass mobi lization. But at the same ti me, digital media 
also became the reason why many social movements boi led down to chaotic information 
disorders and created public unrest. 

IS. Nonnan Vnsu, Benjami n Ang. Terri-Anne-Teo, Shashi Jaynkulllllr, Muhammad Faizal, and Juhi Ahuja, 
FlIke News: National Security ill the Post-Trlllh Em. Singapore: S. Rajaratnam School of International Studies 
(RS IS), Nnnyang Technological Uni versi ty, 2018. 
I" Ibid. 
lSI> Moonyati Mohd Valid, --Truth Tampering through Soc ial Media: Malnys ia's Approach in Fighting 
Disi nformation & r.,·lisinfonnation·', The Indonesian lOl/mal of SOlltheast Asiall Stl/dies. Volume 2. No.2. 
2019 . 
.,7 Be;lIrice Nita Jay. "Culprit Who Vira lled False News of Bangladesh i Phantom Voters with Blue Caps on 
10 be Arrested", available at https:llwww.nstcom. my/news/nationI20 18/0S/36S039/eulprit-who-virallcd-falsc ­
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In Bangladesh, the impact of information disorder was visible in all major 
movements and protests in the past few years. The 20 13 Shahbagh movement was one 
of the first large-scale movements organized th rough socialmcdia. Wh ile the Shahbagh 
movement saw several social media platforms being posi ti ve ly used 10 organize the 
movement and put forward demands related La the verd icLofwarcrimi nals of Bangladesh's 
li beration war, it also received a cOll nte r-attack from an ti -l iberation forces and extrem ist 
groups. These groups carried out disinfonn3tio l1 campa igns on social media to disrupt 
the SUppOl1 for the movement. Several contents like man ipulated news, fak e captions, 
and doctored images were spread through socia l media to disrup t the protest. 

The two major events of 2018, the Quota Reform Movemcnt in April and the 
Road Safety Movemcnt in August were also crippled by info rmation disorder circulating 
in social media. Social ,media sites like Facebook were ini tially used as a resource for 
these movements, but it gradually turned into a battleground between the keyboard 
warriors of the groups in favour and against the movement. So. the digi tal plat fonns that 
had an immense cont ribution to organize these movements, were also the ones to disnlpt 
it. Some of the tactics of dis information involved sharing of unverified news through 
Facebook group posts and statlls updates to intensify the protest. spreading rumours 
10 disrupt the movement, reporting and bringing down account and pages of activists, 
di sin formati on to defame poli tical organizat ions, reusing old photo~ to support fa lse 
news, producing distorted videos, misinterpretation of news and using Facebook Live 
videos to spread panic. This caused fear, chaos, and confusion among the protesto rs 
and also impacted the law and order siwation in the country. General people who were 
not part of the protest also contributed to the information disorder through sharing 
misinformat ion. The combination of all these agitated the citi zens and triggered conflicts 
in di fferent parts of the country result ing in days of unrest. 

In India, protests against the Citizenship Amendment Act start ing in 2019 also 
triggered extensive distribution of misin formation and disinformation across different 
social media platforms and messaging services. 160 Just in the fi rst few weeks of protests, 
one socia l media platform reportedly flagged and removed around 2,500 fake news and 
communal items. '61 Contents like these have potentia l ri sks for furt her escalating the on­
going tension and unrest. Thus, such contents need to be carefull y scrutinized but at the 
same time, ensuring that the legitimate voices of protestors and activists are not curta iled. 

5.6 Ramific4I tions for Democracy 

Informat ion disorder in the poli ti cal sphere has been one of the 1110st widely 
discussed and debated topics at present. Joseph S. Nye Jr. referred that politics in an 

160 Anumeha Chaturvcdi, ;'201 9- The yea r of fake news" , The Economit: 7illles, 20 O..:c..:mber 20 19, 
I~I Karan Choudh ury and Neha Alawad hi, "CAA protests: 15 ,000 socialmcd ia Illcdiutors fight to root out fake 
news", /J /lsil1ess Standard, available ;11 https:llwww.busil1css-slandard.com/arl ic lclcomp;lIl icslcaa·protcsts· 15-
OOO-soc ial-mcdia-mcdiators· fi ght-to·rool-out-fakc-ncws- l l912160 t 331 _ I.htllll. accessed 011 15 July 2020. 
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Information Age is ultimately about whose s tory wins.'62 Besides international politics, this 
trend is also visi ble in domestic politics as polit ical part ies compete to win over hearts and 
minds and create a favourable image among the public, particularly during elections. But in 
doing that, many a time, political part ies, po li ticians, cyber troops, and trol ls have resorted 
to the use of disinfonnation. This has started to affect the core elements of democracy 
and governance. On the one hand, the abundance of access ible information allowed 
the government and politicians to be open, transparent and interacti ve and, empowered 
citizens both individuall y and collectively 10 shape the inst itutions whose decisions impact 
their li ves. '6J But on the other, it has also created an environment where actors starting from 
foreign states to individual citi zens can in itiate disinformation campaigns to secure certain 
strategic and political objectives. Social media is one of the most influential platforms in 
this regard. Philip Howard, Director at the 0 11, states that social media has made democracy 
weak. l 6-I Social media platforms seem to have challenged the informat ion ecosystem of 
several democracies as seen in different incidents over the past few years. 

Ironica ll y, the ve ry democratic princ iples that ensure free and fair speech is 
compromised when the same principles allow for the spread of disinformation. ' 65 While 
initially the fact that digita l platforms could be used to manipulate decision making in 
votes was discarded by the social media compan ies, gradually they admitted the power 
of these platforms in challenging democracy. In discussing what effect social media have 
on democracy, Facebook 's Product Manager of Civic Engagement, Samidh Chakraba.rt i 
states, " If there's one fundamental truth about social media's impact on democracy it 's 
that it amplifies human intent- both good and bad. At its best, it allows us to express 
ourselves and take action. At its worst, it allows people to spread misinformation and 
corrode democracy." '66 While the discussions regarding disinformation campaigns 
surrounding the 2016 US elections and Brexit re ferendum have dominated the 
discussions, the Global South has also been deeply affected by such actions. While this 
is a problem for all political systems in this region, it has been particu larly vis ible in the 
democrac ies of South and Southeast As ia. The actors and tactics might be different, but 
the objective to manipulate public opinion, sow discord, and reinforce pre-existing bias 
aga inst communities through dig ital too ls is simi lar. The fo llowing is a brief overview of 
information disorder witnessed by some of the countries during recent elections. 

I': John Arquila and David Ronfeldl. The Emergence of Noopolilik: Toward (II' American "yormarion 
Slralegy. Santa Monica: RA ND, 1999 in Joseph S. Nyc, Jr, Soft Power: The Me{IIIS 10 SlIccess in World 
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availab[e at hltps:llwww.oxfordmartin.ox.ac.uk/vid(...Osiis-soci31-media-ki[[ing-democracy-computil1ional-propaganda­
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India experienced various forms of informat ion disorder in the past few 
elections. With a series of dis in fonnation, misinformation, and malin formation from 
several actors circulat ing th rough different platforms, technology was abused to exploi t 
and ampli fy existing fa ult lines like religious nat ionalism, caste poli tics, and poli tical 
polarization. The fact-checki ng organ ization Alt News has estimated that during the 20 19 
elections, the spread of misinfonllation increased by 40 per cent compared with non­
election times. 167 (n fannalion disorder through images was also widely disseminated 
besides text messages. Two Massachusetts Institute of Technology (M IT) researchers 
studied messages of several polit ically-oriented WhatsApp groups prior to the 2019 
Indian national election to fi nd the level of image-based misi nformat ion shared through 
those. The study involved 2,000 most shared images wi thin the groups and 500 randomly 
selected images and found that 13 per cent of the images shared were misin fonnation. 168 

The images could be broadly div ided into three categories, i.e. , old images taken out of 
context, memes, and photoshopped images. Qual itative analysis or the images revealed 
that those mostly covered topics like historic and religious myths, nationalism, and 
poli tical memes. The study also fo und that many images conveyed a sense of urgency 
and shock value making them spread faster. 

In the Phil ippines, thedisinformation campaign was rampant in the20 I 6 elections 
where the poli tical candidates deployed cyber troops and used disin format ion as one of 
the key tactics. In discussing this new trend, Yvonne T. Chua and Ma. Diosa Labiste 
from the University of the Phi lippi nes opined that "The 2016 Phi lippi ne presidential 
election brought to the fore how infonnation disorder can transcend tradit ional platfonns 
to permeate the internet, especially social media, and influ ence public opinion through 
tampered or manufactured reality". 169 

In Indonesia, infonnation disorder along political lines was also widespread 
across online media platforms, particularly on Facebook and Tw itter. Both politically and 
financially motivated actors like social media consu ltants and cyber troops, also known 
as ' buzzers' were widely operat ional during elections. l7O These actors have reportedly 
used disinfom13tion playing on ethnic and rel igious sentiments to undermine election 
candidates. l71 

The information disorder has also resulted in declining trust in the government, 
electoral system, and media. Disinfonnation tactics have often led to convi ncing people 

167 Aria Thaker, " Ind ia's Fake-News Crisis has Intensified During the 2019 Elections, Say Faci-Checkc_rs", 
avai lable at https:llqz.com/indialI609763/alt-ncws-boom-li ve-on-fakc-news-dc tcct ion-amid-indian-clection/, 
accesscd on I I August 2020. 
168 Kiran Garimclla and Dean Eckles. " Images and Mi si nformation in Political Groups: Evidence rrom 
WhatsApp in India", The Harvard Ken/ledy School (NKS) Misill!ormGliol/ Review. 2020. 
16') Yvonne T. Chua and Ma. Diosa Labiste, op. Ci L 
170 Fanny Potkin and Agust inus Beo DOl Costa, "In Indonesia, Faccbook and Twitter arc ' buzzer ' batt legrounds 
as elections 100m," Relllers, 13 March 2019. 
171 Thirteenth Parliament or Singapore. op. cit. 
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that rea l source of information coming from the government or establ ished media cannot 
be trusted , thus further complicating the inFormat ion ecosystem. 

5.7 Impacts 011 for~ i g ll Relations 

Misinfom1ation and disinFonnation shared aga inst a foreign country, its polic ies, 
and leaders can affec t bi lateral relations between the countries. Th is was recently visible 
in incidents surrounding Bangladesh, Bhuta n, India, and Nepal. Following the boundary 
isslle between Nepal and India, misi nformation and disinfonnation were spread by social 
med ia users claimi ng of border skinnishes between Ihe two countries and shooting down 
of jets. 172 The clai m was accompanied by images with fa lse connections. However, the 
fact-check ing organi zat ion Ait News debunked such clai ms and published a detailed report 
on it. 17J But such ki nd of fa lse infomlation going vira l in a time when the two countries 
are going th rough slight complexities, have the potentia l to impact bi lateral re lations. 
A similar incident was also reponed surrounding the issue of shared water bodies with 
Bhu tan. Posts were circu lated among social media lI se rs claiming that Bhutan has stopped 
the supply of irrigat ion water to fanners in Assam. J7.I The news also included misleading 
photos. In response, Bhutan's Min istry of Foreign Affairs issued a press release clarifying 
its posit ion and pointed out that such misinfo rmat ion can cause misunderstand ing between 
the people of the two count ri es. l7S India Today's Anti Fake News War Room also found the 
informat ion to be misleading and published a report on it. 176 

In recent times. misinfo rma tion was also shared rega rd ing foreign leaders. Such 
news has the pOlentia l to harm bilateral re lations and negatively impact the expatriate 
communi ty. For example, in Bangladesh, misinformation was spread in on line portals 
and social media wrongly quoting the Italian Prime Minister labe lling the Bangladeshis 
as 'vi rus bom b'. 177 In response, the Min istry of Foreign Affa irs in Bangladesh issued a 
press re lease clarifying the misquotat ion and urged the med ia to check the authenticity 
of news before sharing. T he fact-checking organiza tion Boom also published a deta iled 
report debunking the allegation on the Italian Prime Minister.l18 Although the incidents 

172 Archil Mehta. ··Old images ralsely shared as Indiun fighler j":ls SIIOI down by Nepa!"·, Alt News, 25 July 
2020. t1vailable al hHPS:llwww.altnews.inlold-i mages-fa lsely-shared-as-indian-fighlcr-jets-shot-down-by­
nepalI, acccsscd on II August 2020. 
111 Ibid. 
m Chayan Kundu , '·Facl Check: Has Bhutan deliberately blocked irrigation water 10 Indian ramlCrS in 
AssamT, India Today, available al Imps:llwww. indiatoday.in/lbct-chcc klstory/has-bhut'lIl-deli berately­
blocked-irrigat ion-wah:r-to-indian-rarmers-in-assam-16930 16-2020-06-26. accessed on II Augusl 2020. 
11' Ministry or Foreign An"airs. ClarificaTiolls Oil Ihe Recell/ Nell'.~ Ar/icles Published ill 'lIdi(l Alleging IIial 
8/1/1/(111 has Slopped /he Supply ojlrrigalioll II'(lIer/o Farmers ill Area.f ill A .~,wm A{ljuining SlIIlIdrupJolIgk/wr 
DislriCI, TIlimphu: Ministry of Foreign A nbirs. Roynl Govemmenl or Bhutan. 2020. 
m Chayan Kundu. op. eil. 
In Mini stry or Foreign Anb irs, Press Release: SOllie Newspapers Misquoted 'talian Prime Minisler. Dhaka: 
Ministry of Forcign Affairs, Go\'emmenl or Bangladesh, 2020. 
na Qadamddin Shi shi r, ··ltaly·s Giuseppe Conte Did Not Say Each Bangladeshis Are A Vira l Bomb·', Boom, 
II July 2020, available al hups:/lwww.boombd.com/rake-llcwS/italys-giuseppc-conte-did-not-say-cach-
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discussed here were promptl y addressed by the authorities, it is still important for the 
governments to be vigilant of such kind of information on online platforms in the future 
and take proactive measures. 

5.8 Impacts of the COVID-19 ' Infodemic' 

In formation disorder has taken a new dimension following the outbreak orthe 
coronav irus di sease across the world in late-December 20 19. While the World Health 
Organization (WHO) and relevant bodies battle to address this pandemic in the rea l­
life, they face an equally challenging banle in the virtual world as dis inforrnation 
campaigners, conspiracy theorists, and opportunists fl ood the digita l media with 
mis information, di sinformat ion, mal in formation, and hate speech. Starting from debates 
regarding who created the virus to whether or not to accept med ical support, the dig ital 
world witnesses a concerning impact orthe information disorder. The WHO labe lled this 
over-abundance ofinfomlation-some accurate and some not, as a mass ive 'i nfodemic ' 
which makes it hard for people to fi nd trustworthy sources and reliable guidance when 
they need it. " 9 Online platfonn s are central to this information conundrum . Wi th 1110st of 
the people staying home have limited circulation of trusted l11 edia like newspapers, ei ther 
due to lock down or vo luntary dec line of subscription due to fear of contamination, a 
large percentage of the people resorted to onl ine media platforms as thei r primary source 
of informat ion. Sevcral forms of infonnat ion d isorder dominatcd their social media 
news feed in the early days of the cri sis result ing in an ' infodcmic'. 

The COVID-1 9 infodemic has l11ultip le dimens ions. Fi rst, is the disinformation 
surrounding the origin of the disease. The digi tal media is fl ooded with para llel narrati ves 
where one side be lieves that the corona virus had been created in a secret govcrnment 
lab in China '8o wh ile another narrative a lleges that the virus is a biological weapon 
manufac tured by the Central Intelligence Agency (CIA).'H' Alternatively, the re were few 
more narrati ves regarding the orig in of the virus incl ud ing the one that promotes that 
coronavirus was an invention or the pharmaceutica l industry, intended to se ll expensive 
drugs and more vaccines to the public. '82 

Whi le many aspects of this neve r-ending battle regarding the orig in o r the virus 
can be brushed off as a hoax, there are few aspects of this debate which have serious 
implications on people's lives. Disinformation campaigns li ke this make it harder to 

bangtadcshis-arc-a-viral-bomb-8832?infi nitcscroll= l , ncccsscd on II August 2020. 
119 World Heu hh Organ ization , IVHO Novel Corol1avims(20 19-I1CoVj Silllalioll Report- 13, Geneva: World 
Health Organ ization, 02 February 2020. 
18(1 Sheera Frenkel, Davey Alba and Raymond Zhong, "Surge of Virus Mi sinlomlation Stumps Faeebook and 
Twitter", The New }'Ork Tillles. 08 March 2020. 
lSI Jessica GICIl7..a and agencies, "Coronavirus: US says Russia behind disinfonnation campaign". The 
Guardian, 18 March 2020. 
18l Sheera Frenkel et a l., op. cit. 
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respond to the cri sis. Spreading multiple and often contradictory versions of events 
undermine trust in objective facts and give rise to coronavirus deniers. Also, there are 
several foml s of disin fonnation and misinformation wh ich discourages patients from 
receiving treatment. This is a major concern in the e fforts to contain th is disease. On the 
flip s ide, thousands of contents are also emergi ng regard ing preventi ve measures and 
treatment of this disease. While many of the infonnation ava ilable might seem hannless, 
many posts promoting immunity boosting drinks turned out to be dangerous and Iife­
threatening. The Food and Drug Adm inistration (FDA) refe rred to one ' miracle mineral 
solution ' posted many Limes on Facebook and Twitter as ' the same as drinking bleach. 'IS3 

In many countries of South Asia, such infodemic was shared with a communal 
spin. Several posts were seen on social media which claimed that this virus would not affect 
certain religious communi ties, thus preventing them from taking precautionary measures. 
Few groups of religious leaders and thei r followers have often resorted to misinfonnation 
and disinfonnation surrounding the topic to popu lari ze their sennons. This was particularly 
evident in the earl y days of the COVlD-1 9 pandemic. At least 60 such religious leaders 
came up with various unscientific comments in Bangladesh. 184 Their messages varied from 
fear-mongering, spreading panic and intolerance, advocating for unverified treatments, 
and assuring that Muslims were immune to this virus. As these preachers are blindly 
fo llowed by a large number of people, disto rted infonnation from them can have serious 
implications on health and religious hannony. Alternately, the Muslims in India and Sri 
Lanka have been stigmati zed surrounding the same issue by groups of Hindu and Buddhist 
hardline rs respecti vely. ISS They blamed the minority Muslim com muni ties of the countries 
for spreading the virus and disseminated several unverified allegations through different 
media platfonns. A study by Equali ty Labs on the lslamophobic COV ID- 19 hate speech 
in South Asia found that hate speech and dis infonnation targeting Muslims runs rampant 
across Twitter, Facebook, WhatsApp, and other social media platfonns. The study reported 
that in India, such content grew from established Islamophobic social media accounts, 
pages and groups of Hindu national ists, and had common themes such as Muslims depicted 
as the virus; Muslims equated with bioterrorism, with the weapon being the virus; False 
claims that Muslims are intentionally spreading the disease to non-Muslims and Hindus as 
a fonn of 'jihad', etc. 186 

III Ibid. 
I~ Zia Chowdhury, "No stcps yet to stop 'Islamic scholars· rrom spreadi ng disinronnation on Covid- 19··, 
The Bllsiness Stalldard. available at https:lltbsncws.nctlcoronavirus-chroniclc/covid-19-bangladcshlno­
s teps-ye t-s top-is lamic-scho lars-sprcadi ng?fbclid::: [wA R I A WP3 VZ3eGjSUarmii wwDwN K6m Hgh3-
k0360nLCgw PTmObsUksFx2R9I oll.X r-cll XFBAQ.raccbook, accessed on 02 June 2020. 
18j Omar Sukiman. ··Likc India, Sri Lanka is using Coronavirus to Stigmalise Muslims", AI Jazeera, available al 
hI IpS :lIwww.aljazecra.com/i ndeplh/opin ionl i nd ia-sri -Ia n ka-coronavims-sligmalise-musl ilTIs-2005 1 91 34939934. 
hlmL 3ccessed on 02 June 2020. 
1111> T. Soundararajan, A. Kumar, P. Nair and J. Greely, '·Coronajih3d: An Analysis or is iumophobic COVIO· 19 
HUICSpecch", Equality Labs. 2020, ava ilable at https:llwww.cqualitylabs.orglcoronaji had, 3cccssed on 18 July 
2020 and Billy Perrigo. " It Was Already Dangerous 10 Be Muslim in India. Then Came the Coronavirus", Time, 
03 Apri l 2020. 
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To tack le this infodemic, social media companies in collaboration with WHO and 
re levant organizations took visible initiat ives to make the correct information available 
to people starting from mid-M arch 2020. However, several weeks of information 
disorder had a lready passed and many people held on to the conspiracy theories and 
disinfo nnation they ini tia ll y saw on the onli ne platforms, thus making it hard to tack le 
the pandemic. 

The above discussions show the severe impact that informat ion disorder created 
in many countries of South and Southeast As ia. It triggered vig ilantism and revenge 
attacks. incited violence aga inst se lected communities, fue lled xenophobia, sowed chaos 
and confusion in social movements, escalated hyper-partisan po li tics, and challenged 
democracy. It also shows that the problem gets particularly severe in times of ongoing 
confl icts and g lobal crisis, like pandemics. In many cases, the impact was immediately 
v isible in the society. But in many cases, the impact was not immediate. Experts view 
this as a ' slow drip ' effect which may gradually inflame tension and change the views 
of people over time . This can be dangerous for societies wi th mult iple religious, ethnic 
and cultural groups. It is also viewed that exposure to falsehoods mixed with extremist 
or partisan views on social media over a long time can skew world views. 187 All these 
show that the impacts of information disorder have caused suffic ient hann and have 
the poten tial to escalate in the coming days, if not carefully addressed by all relevant 
stakeholders. 

187 Thirteenth Parliament ofS ingaporc. op. cit. 
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Chapter 6 

Patterns and Dimensions of Information Disorder in South and 
Southeast Asia 

Discuss ion on the actors, tact ics, and impacts reflects the complexity of 
information disorder in South and Southeast Asia. The problem is visible in almost all 
countries of the two regions in va rying degrees. Although most of the activities are ve ry 
country-specific , simi la rity was seen among the pattem of information disorder in the 
coun tries. The influence of information disorder fro m neighbouring countries and target 
campaigns fro m fo reign ac tors was also seen to some extent. This chapter will present 
an analysis orthe overall situation in the two reg ions and the transnationa l, regiona l, and 
international dimensions of the problem. 

6. t Threat Perception, Legal Frameworks, and Complexities 

Governments ac ross the regions have perceived the problem in different ways 
based on the magnitude of impact in the ir countries. But one thing is common ac ross 111 0St 
countries of the two regions, i. e., the need to respond to these challenges. Government 
response invo lved measures like forming task forces, court ruli ngs, empowering law 
enforcement agencies, enacting new laws, Or app lying exist ing laws. In this regard , 
Southeast Asia is known to be a region where severa l news laws have been passed in 
recent years to tackle dis in format ion and ' fa ke news '. Singapore enac ted the Protection 
from Onl ine Falsehoods and Mani pulation Act crim inaliz ing fake news and allowing the 
authoriti es to remove objectionab le online content. As part of Vietnam's cybersecuri ty 
law, authorit ies can demand that social med ia sites remove fa lse in formation. Indones ia 's 
In formation and Electronic Transactions Act has become its de fac to ant i-fake news law. ISS 

Malaysia passed the Anti- Fake News Act in 20 18 and Thailand uses the Computer Cr ime 
Act to address disin format ion. l s9 In 20 18, the Ministries of Inte rior, Telecommunications 
and In formation in Cambodia adopted ini tiati ves to punish and penalize those who 
share ' fa lse information' and block content that creates chaos, damage nat ional de fence 
and security, and inci te di scrimination or affect national customs and cul ture. l90 The 
Ph ilippines has also attempted to take similar ini ti atives through its Ant i-False Content 
Bill which is pending approva \. 

1&8 "Coronavirus Puts Southeast Asian Anti-Fake News Laws to Test", VOA News, avai lable at hl1ps:llwww. 
voanews.com/sc i!!n cc-hea lth!coronavirus-outbrcaklcoronavirus-puts-southeast-asian-anti-Iakc-news-laws­
test, accessed on OJ June 2020. 
189 Mong PlIlatino, "Combatting disinfonnnt ion in Asia Pacific: Intended-and unintended-consequcnecs", 
available at hltps:llifex .orglcombatt ing-disinfonnation·in-asia-paeifie-intcnded-lInd-unintended-consequcncesi. 
accessed on 18 July 2020. 
190 Khy Sovuthy, "Govcnlment to tackle fake news frenzy", Khmer Times. avail able ,It hl1pS:J/www. 
khmcn imeskh,com/S0826S/govemmcnt-to-tackle-lake-news-frenzy/, accessed on 10 August 2020. 
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In South Asia, the Bangladesh government passed the Digital Security Act, 
20 18 which addresses issues of information diso rder. The act makes it punishable to 
share content which "creates enmity, hatred or host ili ty among diOerent classes or 
communities of the society, or destroys communal harmony, or creates unrest or disorder, 
or deteriorates or advances to deteriorate the law and order Siluat ion."191 In India, 
disinformation is addressed through the Indian Penal Code, 1860 under which making, 
publishing or circulating any statement, rumour or report which may cause fea r or alarm 
to the public, or to any sect ion of the public is a puni shable offence, l'l2 Additionally, 
in March 2020, India's Mi nistry of Electronics & Information Technology issued an 
advisory to all the social media platforms ask ing to curb false news and misinformation 
on coronavirus. ' 9J 

Whi le these measures are important fo r addressing the challenges of ill format ion 
disorder, these have also been subjected to intense debates. In many cases. ambiguities 
were found in the defi nit ions and interpretations. There have also been instances 
of misusing it. However, as seen in the analys is of ac tors, tactics, and impacts, the 
information disorder in the countries of South and SOlltheast Asia are very complex and 
can lead to severe rea l-life conseq uences. The scenario is di ffe rent from many parts of 
the world. So, in cases where there is an imminent threat of violence and harm against 
communities, it is important for the government to act. But in this regard. governments 
face the complex challenge of fi nding a balance between security and protec tion of 
freedom of speech. However, by providi ng clarity in the laws and preventing misuse, 
progress can be made in th is complex area. 

6.2 Influences of t he Underlying Socia l, Political, and Economic Factors 

While the analysis of the actors and tactics showed the various forms of 
in formation disorder visible in countries of South and Southeast Asia. it is important to 
understand that in 1110st cases, these are not spontaneous act ions. In order to assess the 
in formation disorder in the two regions, it is important to take into consideration several 
social, polit ical and economic factors of the count ries along with its media landscape and 
level of technology adaptation. Here it is seen that 111 0S t countries of the regions have 
a colonial history, religious, cultura l and ethn ic fa ult lines, and transitioni ng political 
envi ronment. The coun tries are also undergoing a digi tal transformat ion that witnessed 
a high level of internet penetration over a very short span of time. The region has also 
quickly become home to a large user base of social media companies. Addi tionally, in 
many countries, the media has opened up after years of government control. All these 
factors have given ri se to a large number of users and abusers of digi tal media. The 

I'll Legislative and I'arl iamentnry AITairs Div ision, Digital Security ACI. 1018, Dhaka: Ministry of LlIW, Justice 
and Pnrliarncntary Affairs, Govern ment of the People's Republic of Bangladesh, 2019. 
I"l Kh ushbu Jain and Brijesh Singh. '·Disinform atiOI1 in limes of a pandemic. and the tllW S arou nd if·. 
The ECOllomic Time.~, 03 April 2020. 
I'll Ibid. 
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ava ilability of low paid workforce in most countries also made these regions a hub for 
troll industries and disi nfo rmation syndicates. Thus, the presence of several actors with 
varied interests to influence the infonnation ecosystem and the underlying political, 
social , religious and ethnic fault lines in the countries, made it a ferti le ground for 
info rmation disorder. 

Myanmar can be used as a case study in this regard. The combination of 
the mentioned factors has played a role in giving rise to hate and intolerance in the 
information ecosystem and ultimately lead ing to opprcssion of its minorities, particularly 
the Rohingyas. Aftercmerging from decades of long mil itary rule, Myanmar went th rough 
several transitions. A country which was once one of the least connected regions of the 
world with only 1.1 per cent population usi ng the internet according to the Internat ional 
Telecommunication Union (ITU), witnessed rapid penetration of the internet after the 
deregulat ion of te lecommunications by the then government in 20 13.194 The price of 
SIM cards dropped from 1110re than US$200 to as litt le as US$2 and by 2016, nearly 
hal f the popu lation had mobi le phone subscriptions and smartphones with internet 
access.195 In this contex t, Facebook became so popu lar that it became synonymous with 
the internet. Mobile phone operators also banked on this opportunity by offering deals 
wh ich included using Facebook without data charge. The free basic initiative to make the 
internet available to the people in developing countries by Facebook also contributed to 
its large user base. All these factors made dig ital tools very much available, accessible, 
and impactful for the hardlincr religious actors to spread hate speech and di sinfonnation. 
The low digita l literacy level and pre-existing intolerance towards ethnic and re ligious 
minorities also played a key role here. Al l thesc gave rise to an environment where 
dis information and hate speech reigned unchecked for a time long enough to cause 
unprecedented damage to the Rohingya community. 

The influence of these underlying conditions was also prominent in India. 
Researchers opine that the emergence of problems like rumours-based vigi lantism and 
escalation of hate speech agai nst minority communities need to be studied from the 
broader context of a society ex periencing technological transformation. In this regard, 
this paper explores the underlying conditions of India based on the study of Shakuntala 
Banaji and Ram Bhat of the London School of Economics and Political Science!% Their 
study shows that while smartphone usage has been on the rise in India since 2013 , the 
country witnessed a radical shift in internet usage in 20 16. ln this period, free and unlimi ted 
data were provided to all subscribers by a leading te lecommunication company and the 
data tariff of other companies were driven down significantl y. This allowed the internet 
to spread from the urban centres to peripheral regions very fast. Parallelly, smartphones 
also became very affordable due to the import of low-cost Chinese smartphones and 
also the production of relatively low-cost phones by a few Indian manufacturers. It is 

I~ Steve Steck low, op. c it. 
I Q~ Ibid. 
, .. Shakunlala Banaji and Ram Bhal, op. cit. 
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estimated that in a span of ten years, the price of smartphones came down to 16 per cent. 
Due to the proliferation of smartphones and affordable data packages, communication 
services became widely popular and India became one of the most significant markets 
for online platforms like YouTube, Facebook. Facebook Messenger, TikTok, WhatsApp, 
Instagram, Telegram. ShareChat, Shareit, Zapya, etc. As India is a country with relatively 
low levels of textual literacy, the abi lity to exchange audio-visual content was seen as a 
liberati ng experience for many users. While this development he lped in gett ing a large 
segment of the populat ion connected to the internet, it also creates scopes for abuse. This 
transition ing environment along wi th prejudiced ideological positions and discriminatory 
beliefs rooted in social, historical , and political fault lines, made India a fertile ground for 
infonnation disorder. 

Bangladesh also witnessed a simi lar influence of historical, geopolitical , and 
social factors. Md. Sayeed AI-Zaman described this phenomenon us ing William F. 
Ogburn 's concept of ' cultural lag ' . His study indicates that communication technology 
as a material cu lture has been penetrating and revolutionizing Bangladesh society. 
but the pre-existing belief and morality cannot cope up with the material change, 
thus resisting the process. Digital disinformation can be seen as an expression of this 
propensity.197 Moreover, like many other countries of the region, the rapid penetrat ion 
of the internet to a large user base with low information literacy is also a major factor in 
Bangladesh. Similar to Myanmar and India, the country also witnessed wide popularity 
of free services offered by social media companies as well as telecommunication 
operators. However, after many years of use and abuse, in a recent decision in July 2020, 
Bangladesh Telecommunication Regulatory Commiss ion (BTRe) ordered mobile phone 
operators to ban free internet for social media in order to ensure safe internet. One of 
the reasons stated was that '''some dishonest people ' were carrying out ' unnecessary ' 
criminal activities on social media by using the free services."198 While this might bring 
temporary discomfort to a large user base, it is also important to note how such services 
were used in amplifying information disorder. 

The s imilar influence of underl ying social, polit ical, religiolls, and historical 
factors was v is ible in other countries too. Sri Lanka and Thailand need special mention 
in this regard as it was reflected in the incidents of hate speech targeting minority 
communities. These factors along with economic faclors like avai lab ility of low paid 
workforce were visib le in the Philippines and Indonesia. The combinat ion of all these 
factors indicates why South and Southeast Asia witnessed such a large-sca le in formation 
disorder campaign in the past few years. 

1.1 Md. Sayccd AI-Zaman, "Digital Disinfonnation and Communalism in Bangladesh" China Media Research, 
Volume 15, Issue 2, 201 9. 
"!! "Bangladesh bans free internet for social media to stop 'unhealthy' eompclition".lxlllell"s24.com. 18 July 2020. 
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6.3 Transnational Implications of Information Disorder 

Through the analys is of the actors, tacti cs, and impacts in South and Southeast 
As ia, it is seen that there is some kind of transnational resemblance and connection 
among selected countries of the two regions. In many cases, it is seen that a particular 
inc ident in a country triggers the rapid sharing of mis infonnation, disinfonllation, and 
hate speech in the neighbouring countries with the same religious and ethnic groups. 
This can be seen in three form s. 

Firstly, the similarity in conlent and narrat ives among actors of the same 
rel igion . In this regard, a common pattern was seen among the onl ine activit ies of hard­
line Buddhist groups and their leaders in Sri Lanka, Myanmar, and Thailand. Actors of 
the three countries abused the power of social media to propagate hate speech and fear 
monger Buddhists aga inst the minority communities, part icularl y the Muslims. In-depth 
interviews wi th fact-checkers and analysis of the contents showed that there is a common 
trend in the ant i-Muslim hate speech and images shared by the Buddhist hardliners in 
Myanmar and Sri Lanka, for example, Muslim aggression in the ir communities, Muslim 
conspiracy to take over Buddhi st dominance through rapid birth rale, call for boycotting 
Muslim business, dehumani zation of Muslims, etc. Previously, studies by scholars have 
found stark s imilarities in the stra tegies of Ma Ba Tha Movement in Myanmar and Bodu 
Bala Sena in Sri Lanka, like their extensive use of social media. l99 Although the movements 
spearheaded by Ma Ba Tha and BBS have historical precursors, the developments in 
comm unication technology made social media a new, effective vehicle for outreach and 
mobilization. While anti -Muslim sentiments existed before, the spread of leT made it 
much more compelling and convinci ng with images and videos and it could be instantly 
spread to the whole country.200 A longside these two countries, Thailand also witnessed 
a s imilar kind of anti -Muslim hate speech and fear-mongering over social media. The 
case of monk Aphichat Punnajanto needs to be considered in th is regard. Although each 
country has its history, causes, and instiga tors. there seems to be a common narrative 
among the ac tors of all three countries , i.e., Buddhism is somehow under threat and that 
Islam and Muslims are try ing to take over their country. lOl 

Secondly, the simi larity in narrati ve among acto rs of different relig ious 
communi ties against a common target group is visible. In this regard, it was seen that 
Islamophobic narrati ve from Buddhist hardliner groups in Sri Lanka and Myanmar was 

19'1 Usa id Siddiqui, MII.~lim /lJiIlQrilies ill Peril: The Rise O/Bllddhisl Violellce ill Asia, Doha : AI Jazcera Centre 
for Studies. 2016 and Vishal Arora, "Connecting the Dots on Buddhist Fundamentalism'·, The Diplomal, 30 
May 2014. 
;:00 Camilla Orjue lll , ··Countcring Buddhist Radicali sflli on: Emerging Pence Movcments in Myanmar and Sri 
Lflnka'·, Third World QII(Jrlerly, Volumc 41. Issue I, 2020. pp. 133- 150. 
?!II AFP, ··R ise of violenl Buddhisl rheloric in Asia defies stereotypes". available at https:llwww.bangkokposl. 
com/worldl I4267221rise-of-violent-buddh ist-rhetoric-in-asia-defies-stereotypes, accessed on 0] July 2020 and 
Deutsche Welle, ··Buddhists fan names of Islamophobia in Southeast Asia·', available at hllps:llwww.dw.coml 
enlbuddhists- fan-namcs-of-islamophobia-in-southeast-:lsiala-43158407, accessed on 0 1 Ju ly 2020. 
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lIsed in the di sinformation and hate speech against the Muslims in India. For example, 
the study of Equality Labs found the repeated celebration of the Buddhist monk named 
Ashin Wirathu among the Hindu radicals on Twitter and Facebook. Messages of his 
oppression on the Rohingya community and boycott of the Muslims and their business 
in Myanmar were widely circulated.202 The actors are reported to have intentionally 
used the misspelled hashtag #Virathu to avoid detection by the algorithms. The previous 
study of Equality Labs on hate speech in India found that 6 per cent of Isiamophobic 
posts studied were specifically anti·Rohingya. The posts show the use of misleading 
and fabricated images used to frame the Rohingyas and fear monger Hindus against 
them.2OJ According to the report, "usually these stories claim that Rohingya refugees are 
swanning India; that they are swaying elections, obtaining false identification, or that 
they have married ' local girls' who are gi ving birth to multiple children very quickly 
and swelling the population of Muslims in India."204 Additionally, disinformation from 
Sri Lanka was also used in India. For example, the fa lse reports of the Muslim doctor 
sterilizing Buddhist women in Sri Lanka were also shared by social media users in India 
where some posts called for inquiring into whether Hindus were being sterilized in India 
as wel1. 20s 

Thirdly, a transnational impact is seen in support for the victims or target groups 
by similar religious communities in nearby countries. For example, during the peak of 
Rohingya oppression in 2012 and 201 6-201 7, misin fo rmation was widely circu lated 
in Bangladesh using false context, and fabricated photos in support of the Rohingyas 
and disinformation was spread against the Buddhists. Whi le it is understandable that 
Bangladesh being a Muslim majority country will resonate with the sufferings of the 
Rohingya community facing atrocity, it was seen that the widely ci rculated images in 
social media were not always related to this particular incident. The transnational effect 
surrounding the Rohingya issue was also seen in Singapore. Inflammatory comments 
having Islamophobic overtones targeting the Rohingya community from seemingly 
Myanmar-based user accounts about articles written on the Rohingya issue in Singapore 
created an online backlash from Singaporean Muslims, resulLing in heightened tensions 
along religious and ethnic lines between the users.206 The transnational implication was 
also seen in Indonesia where the Muslim Cyber Army disseminated misinformation and 
malinformation surrounding the persecution of Muslims in Myanmar in a manner that is 
domestically relatable.207 

Similarly, it is seen that incidents targeting Muslims in India or related issues, 
also have a ripple effect among many Muslim groups in Sri Lanka, Bangladesh, 

101 T. Soundararajan et al. , 2020, op. c it. 
10J T. Soundararajan ct al. , 201 9, op. c it. 
1(1.1 Ibid. 
lOS APr Sri Lanka, op. cit. 
206 Th irteenth Parliament of Singapore, op. cit. 
107 Kate Lamb, op. cit. 
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Pakistan , and the Maldives. Disinformation campaigns are often spread surrounding 
it. 208 Alternat ive ly, it was also seen that incidents surrounding the Hindu community in 
Bangladesh are shared in messaging services and local online news portal s in India. In 
th is process, sometimes a regular incident is also reportedly shared as disin formation 
with a communal spin. 209 It is important to be vigilant of such activi ties as it can harm 
goodwill and create tension among the people of bordering countries. 2lO 

These forms of transnational effect of information disorder indicate a growing 
problem which can have several implications in the bilateral relations between countries 
and harmony among the relig ious communities within the country. Thus, close 
observation of onl ine activit ies in the neighbouring countries, particularly re lated to 
religious communities is very important to assess the information disorder in one 's own 
country. 

6.4 Resemblance of Information Disorder in South and Southeast Asia 

The countries of South and Southeast Asia are closely connected in the real 
and virtual world within their region and also between the 1\'10 regions. Most countries 
share similar ethnic and religious fault lines which have influenced infonnation disorder 
nationally and also transnationally, as seen in the above discussion. Increas ingly, there 
are concerns regarding the regional implications of the problem. It is speculated that the 
financially motivated actors ava ilable in many countries of the region can eas ily be used to 
engage in disinfonnation activities against a target country. Such acts can be very deceiving 
owing to similarities in the culture and language in the region. In this regard, the Singapore 
Parliament 's Select Committee on Del iberate Online Falsehoods assessed that the 
developing disinfonnation capabi li ties in the region like for-profit syndicates, bot annies, 
and data-driven poli tical consultants can be repurposed and deployed aga inst Singapore,211 
Thus, it is important for the countries to be vigilant of such act ivities in the region. 

Moreover, in the hyper-connected world of the internet, ideas and skills are 
transferred very swiftly. It is seen that the tactic used in different campa igns in the region 
are quickly adopted by actors in other countries. Inspiration is often taken from the 
contents. Those are then contextualized and remade for the target audience of respective 
countries . For example, the resemblance in the ant i-Muslim narrative and images shared 
in Myanmar, Thailand, Sri Lanka, and India. Such practice was also widely seen in the 
early days of the COV[I)-19 pandemic. For example, rumours of a new-born child with 

~ Based on an interview with a researcher in Delhi , India on 09 May 2020. 
109 See more at Qadaruddin Shishir, "Government all1cials Land Resc ue Operation Reported with 
Communal Sp in", Bool11, available al https:llwww. boombd.com/fac t-fi lc/govt-otlicial s-land­
rese ue-o pe rat i on-reponed-w i th -com III u na I-sp i 11 -8 8 7 3 '!!be I i d= I \V A R2 DG a uo Fy u S 907 v 3 G 5 UZ_ 
QM ULH flyu60Y08TmzrpBYGU9Xye B 16225 Ile4, accessed on 22 July 2020. 
210 Based on an interview with Mahbub Roni, Co-Founder and Secretary, BD FactCheck on 22 July 2020. 
211 Thirteenth Parliament of Singapore, op. cit. 
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Anencephaly prescrib ing coronavirus remedy right after birth circulated among social 
media users in Bangladesh and India, however, the story was contextual ized along 
separate religious lincs.212 The simi larity is also seen in the impacts. For example, the 
child kidnapping rumours in India, Bangladesh in Indonesia leading to mob lynching. 
Thus, it is important to keep track of disinfonnation campaigns in the two regions 
and assess the possibi lities of replication. Analys is of the disinformation scenarios in 
countries of the region with sim ilar socia-cultura l contexts can be effective in predicti ng 
or assessing potential risks and challenges in one's own country. 

6.5 Alarming Rise of Radical Narratives and Security Implications fo r the 
Regions 

The digital platforms have been largely held responsible for creat ing scopes of 
online radica lization. Social media has been extensively used by ISIS and its affil iated 
organizations.2iJ The Christchurch incident in New Zealand added an entirely new 
dimension to promoting terrorist acts through these piarfonns. However, due to the 
collaborated efforts of big tech companies. governments, law enforcement agencies, and 
security experts, it has been possible to contain a port ion of the publicly available extremist 
content com ing from lslamist militant groups. However, many of the groups are sti ll active 
in online plattbnns. Additionally, in the region of South and Southeast Asia, the growing 
trend or hard- line Hindu and Buddhist groups using social media to incite violence, hatred, 
and radical narratives need to be closely studied. It is seen that bes ides explicitly promoti ng 
extremist narratives, the groups have also resorted to a subt le and reframed version of the 
radical content. Such contents fall less into the extremist criteria and lean more towards 
disinformation and hate speech thus, often bypass the filters of the social media platforms, 
fact-checkers and monitoring agencies. It is important to revaluate the policy of the 
stakeholders in th is regard. This problem also has security implications for the regions as 
the intensifying anti-M uslim hate messages and disinformat ion can trigger reactive onli ne 
campaigns from hard-line Muslim groups in the countries. It can also influence campaigns 
in countries where Muslims are the majority and Hindus and Buddhists are minorities. 

6.6 Information Disorder from Foreign Sources: Hostile Information 
Campaign 

Whi le most of the ori·gins of infonnation di sorder in South and Southeast Asia 
are domestic, disinformation from foreign states was recently recorded in few countries, 
namely, India , Singapore, and Thailand. 

m All News, "Photos, video of baby who died due to birth defect viml as newborn ta lking alter binh", available at 
https:llwww.altnews.in/ images-video-abnonnal-ncwbom-child-started-speaking-afler-birth-false-claim/, accessed 
on 03 June 2020. 
m Brenden I. Koerner, "Why I$ [S [5 Winni ng Ihe Social Media Wur", Wired, ava ilable at hnps :llwww.wired. 
com/20 16/03lisis-winning-social-media-war-heres-beatl, accessed on 12 October 2020. 
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In April 20 19, Facebook reported that it removed a network of 103 pages, groups, 
and accounts originating from Pakistan for engaging in coordinated inauthentic behaviour 
on Facebook and Instagram. Facebook's invest igation of the nehvork found that it was 
linked to employees of the Inter-Services Public Relations (ISPR)ofthe Pakistan i military.214 
The report revealed that the individuals behind this activity used fake accounts to operate 
different fan pages, paid for Facebook advert isements to boost thei r reach and frequently 
posted about local and political news including topics like the Indian government, political 
leaders, and military.215 Analys is of the Atlantic Council's Digital Forensic Research Lab 
showed that during the heightened tensions between Pakistan and India surrounding the 
Pulwama attack, many of these accounts were reported to have inflamed tensions with 
India. 216 ln such circumstances, the use of computational propaganda to advance the political 
and strategic objectives of a country can have an adverse psychological impact.217 This 
adds a new dimension to the study of conflicts between the two South Asian neighbours. 

Another case of Hosti le In formation Campaigns was reported in Thailand by 
RSIS's policy report on Foreign Interference in As ia. l lS The report referred to Facebook's 
disclosure on the incident. As part of Facebook's investigation into suspected Thailand­
linked accounts, in July 20 19 the company disclosed that it had removed 12 Facebook 
accoun ts and 10 Facebook pages for engaging in coordinated inauthentic behaviour that 
originated in Thai land and focused primarily on Thail and and the US. 2!9 According to the 
report, the network used fa ke accounts to create fictitious personas and run pages, increase 
engagement, disseminate content , and also drove people to off-platform blogs posing 
as news outlets. These accounts and pages frequently shared divisive narratives and 
comments on topics includ ing Thai poli tics, geopolitical issues like US-China relations, 
protests in Hong Kong, and criticism of democracy activists in Thai land. Facebook found 
that some of this activity was linked to an individual based in Thailand associated with 
a Russian government-funded journal based in Moscow. The investigation into some of 
these pages by Digital Forensic Research Lab revealed that the pages boosted hostile 
narrat ives and positioned themselves as ' alternative media' that countered Western 
stances on international issues, with a parti cular emphasis on Thailand.220 

~ I ~ Nathank l Gldcher. " Removing Coordinated Inauthent ic Behavior and Spam From India and Paki stan", 
Facebook Newsroom , avai lable at hnps:llabout. tb.com/ncws/20 19/04/cib-and-spam-frorn-india-pakistan/. 
accessed on 15 June 2020. 
m Ibid. 
~ I b Digital Forensic Research Lab, "Pakistan Army's Covert Soc ial Network", availab le at https:llrnediurn.com/ 
dfrlab/pakistan-armys-eovert-soc ial-network-23ce90rcbOdO, a-.:ecssed on 15 May 2020. 
211 See more at Shaurya Karanbir Gurung, " Derence ministry appruves inronnation warrare branch for Indian 
army", Tlte Economic Times, 09 March 2019. 
m Muhaml11l1d Faizal Bin Abdul Rahman ct aI., Cases of Foreign fme/jerellce ill Asia, op. cil. 
119 Nathan iel Gleichcr, "Removing Coordinated Inauthentic Behavior in Thailand, Russia, Ukraine and 
Honduras", available at hups:IJaboul.lb.comJncwsJ20 19107/removing-cib-tha i land-russia-ukr.linc-honduras/, 
accessed on 19 June 2020. 
~~o Digital Forensic Research Lab, " Facebook Takes Down Inauthentic Pages with Connect ions to Thailllnd", 
available al hllps:llmedium.com/dfrlab/lacebook-takes-down-inauthelltic-pages-with-connections-to-tllailand-
7dbf33 1 f5ba5, ILccessed on 19 June 2020. 
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Singapore ]>arli amcnl's Select Committee on Deliberate Online Falsehoods 
reported that Singapore has been the subject of foreign s ta te~ spon sored di sillformation 
operations which included "a State using news articles and socia l media to influence 
the minds of segments of the Singapore population, and to legitimize the State's actions 
in the inlemalional sphere."221 Highlighting the ri sk of such actions. the committee 
chairman Charles Chong slated that online fa lsehoods are "pervasive and can affect 
di fT'e rent aspects of OU f country: national security, racial harmony, democratic processes, 
social cohesion and trust in public institutions",m While hosti le information campaigns 
by foreign actors were conducted in small scales so far, it is perceived that this can 
magnify into big threats. Edwin Tong, Senior Mini ster of State for Law of Singapore, 
stated that " In th is baulefield, Singapore_ an open, democratic, digitally-connected and 
diverse country, is especially vulnerable. We are a young coun try with sensitive fault­
lines that fore ign actors can exploit to foment distrust and ill-wi ll among our various 
commu nities. "223 

Hostile informatio n operations in cyberspace by fo reign states is considered to 
be a national security concern as it can undermine a state 's sovereignty by in terfering 
in domestic activities through deceptive online tactics. Such actions can sow discord 
among communities, weaken the res ilience of people. underm ine policies, discredit 
public institutions, and even influence elect ions. This is a growing concern among states 
in the West. As few count ries in South and SOlltheast Asia have already ex perienced 
some forms of information operations, it is important for the governments to closely 
monitor such possibi lit ies and take precaut ionary measures. 

6.7 Influence of International Information Campaigns 

The info rmation ecosystem of South and Southeast Asia has al so been 
affected by the informat ion campaign s on the global stage . The ' Infodemic' 
and wa r of words among top government offic ials surroundi ng the COV ID-1 9 
pandem ic large ly con tri buted to the informa tion d isorde r in the present time. The 
US State Departmen t 's G loba l Engage ment Center (GEC) has all eged that Russian, 
Chin ese, and Irania n state information operations are convergi ng aro und the same 
disinformation narrative themes about COV ID- 19. Accord ing to th e US spec ial 
envoy and coordinator of the GEC, Lea Gabriel le's Bri efin g 0 11 Disill fo rmatiol1 and 
Propaga nda Related to COV ID-1 9. Chi na 's ma lign di sinformati on fa lse ly blamed 
the US as the origi n of the virus and made effort to turn the crisis into a news story 

m Th inccnth Parliamcnt of Sin gap on:, op. c it. 
m Yasmine Yahya, "Select Committee on lilke ncws: Sin gapore:1 target of hostile info campaigns" . The So'airs 
Tillles, available al hups:/lwww.strait stimes.com/poli tics/spore-a-t;!rgel-of-hostile-in fo-curnp:li gns. accessed 
on 20 June 2020. 
m Adrian Lim. " P;!rliamclll : 'Curious' spike in onl inc comments critical of S' porc during disputc with 
Malaysi:I, says Edwin Tong", rhe SlI'oir Tillles, 3\':lilablc al hll ps://www.slTailstimes.com/I>o lities/pariiamenl­
eurious-spikc-in-onlinc-comfllcnls-eritical-of-sporc-duri ng-dispute-with-malaysia, accessed 0 11 20 June 2020. 
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hi ghlighti ng supremacy of the Chinese Co mmuni st Pa rty in handling the health 
cr is is. 224 

On the other spectrum, China's Ministry of Foreign Affa irs published an arti cle 
rebutting 24 claims from the US, including those calling the novel coronavirus ' the 
Chinese vi rus' or 'Wuhan virus ' and that the virus is artificia ll y made.w Additionally. 
China is repol1ed to have engaged in a ' Wolf Warrior Diplomacy' primarily through socia l 
media platforms to push forward its narratives. A 11 these promoted chaos and uncertainty 
surrounding the pandemic. These also undermined the efforts of health organizations that 
are in charge of disseminating accurate information about the virus. It also infl uenced the 
thoughts of general people and made them suspic iolls. Here it can be seen that although 
cOllntries of South and Southeast Asia were not directly engaged in this act ivity. the people 
of these regions were still influenced by such campaigns. 

The ana lys is of the patte rn of in formation disorder in South and Southeast Asia 
helps to understand why the issue developed and how it escalated in the two regions. It 
reveals the role of underl ying factors which make the in formation disorder different from 
other parts. It highl ights the threat perception by the government and the challenges related 
to it. It a lso brings forward the transnational , regional, and internat ional dimensions to 

the problem and the security implications. All these show that the nature of the problem 
is high ly complex and d iffi cult for countries to tackle a lone. T hus, col laborated measures 
need to be thought of. The fo llowing chapter altempts to put forward some feasible 
options for the countries to consider. 

22~ u.s Department of State. ·· Briefing on Disin lormution ;md Propaganda Related to COVID- 19·', 
avai1:lble at https:llwww.state.gov/briefing-with-spccial-cllvoy- Ica-gabricllc-globa l-cngagclllcllt-center-on­
disinronnat ion-and-propaganda-rclated-to-covid-19/, accessed on 02 June 2020. 
m r-.'Unistry or Foreign Affairs. China, ··The China-related Lies and Facts about the New Coronary 
Pneulllonia Epidemic". available at https:llwww.rm prc.gov.cn/weblziliao _67490411.1_ 674979/dnzt_ 67498 11 
qtztlkjgzbdfYY<L6991711t I 77747 1.shtml. accessed on 02 June 2020. 
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Chapter 7 

Way Forward 

The problems surrou ndi ng in fo rmation disorder has affected several 
aspects of the society and slate. As discussed in the preceding chapters, in formation 
disorder has implica ti ons fo r both nationa l and hu man security. It can in fl ic t severe 
damages in real life including harming indi vidua ls, oppress ing cOlllmuniti es, 
des tabili zing re li gioll s harmony and soc ial cohesion, impac ti ng publi c in stituti ons, 
and law and o rder s itua ti on o f the co untry. Almost a ll cou ntr ies o f So uth and 
Southeast Asia are experiencing the problem and tak ing di rrerellt measures to 
address thi s issue. While indi vidual cQuJ1l ries ha ve taken different measures to 
tackle the probl em withi n th eir ju ri sd icti on , it is seen that many a ti me the problem 
is transnational and global in nature, wh ich requi res coo rdinated approach es among 
the countri es and th e related stakeholders. This cha pter puts forward some of the 
poli cy recomm endati ons that can be taken indi vidua ll y by the countr ies and also 
through regi onal and globa l collaborat ion. 

7. 1 Promote Research and Documentation of the Problem 

Documentation of the prob lem and research on it is key to addressing thi s 
chall enge of information di sorder. But during th is study, it was seen that there are 
limited scholarl y wo rk s on the topi c and inadequa te documentat ion of incidents in 
many countri es of both the regions. Whil e it is und ersta ndable that the co untri es 
experience disproport ionate leve ls of th e probl em, there were li mited resources 
even in count ries where the impact is s igni fic ant. Th us, more academic e ffo rts in 
thi s area encom pass ing both th e offl ine and onli ne impacts wou ld help to address 
the problem. 

It is al so important to contextua li ze de fin ition s and frameworks based 
on the experience of the countri es. The social, hi slOri cal, and cultural context of 
the ac tors and their ta rget audience is vital in understanding the different types 
of informati on di sorder ri nd assess poss ibl e im pacts. Research and analys is fro m 
loca l experts with an understand ing of the language and psychology of di fferent 
communi ties are crucial in thi s regard . Bes ides studying indi vidual count ries, it is 
also important to research on the kinds of in formati on disorder tha t impacts sim il ar 
communi ties in the neighbouring count ries to understa nd the tran snational patte rn 
of the problem. 

It is observed that leadin g uni vers ities and th ink tanks in many parts of 
the worl d are increasingly undertak ing projec ts and resea rches on re lated issues. 
Separate internet institutes and digital labs are also bei ng formed to conduct in-
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depth studies on thi s topi c. South and Southeast As ia have very lim ited places 
where suc h a study is conducted. It is importa nt for countri es to recognize th is 
fast-evolving field and take appropr iate initiatives. 

7.2 Establish and Promote Fact-Checking Initiatives 

Th e ro le of f~lct-c hecking organ izat ions is vital in address ing information 
di sorde r. By anal yz in g the di sp uted or suspected content, th e fac t-checkers 
provide an objective a na lys is of the informa tion. Leading soc ial media platforms 
work w ith these orga ni za tions to verify content in the ir platforms. Based on the 
report from fact-chec ki ng organ iza tions, the content is either removed, a warning 
label is attached to awa re the users or, it is made less trendi ng on the newsfeed . 
However, the numbe r o f fac t-checki ng o rga nizations are limited in South As ia and 
SOll th eas t As ia. A mong th e limited number, on ly a fe\V are part of the Interna tiona l 
Fact-C heckin g Network ( IFCN), whi ch inc ludes, Rapp ler and Vera Fil es in th e 
Philippines, Bool11 in In d ia and Tirto.id in In do nes ia.226 IFCN is a g lobal forum of 
fac t-checkers by th e Poynter Institu te. Co mpa nies like Facebook only work with 
these ver ified o rga nizat ions. However, many cou ntr ies of South a nd Southeast 
As ia do not have an IFCN-certified o rganiza tion . 

While it is understandable that social mcdia compani es need to e nsure that 
the organization s modera ting content on thei r platform s are tru sted a nd mai nta ins 
a high profess iona l s ta nda rd, va rious cons traints limit fa ct-checking organi za tions 
in thi s part of the worl d from meeti ng the requ ire ments. For exa m pic , difticu lty in 
reg istrati on, lack of digi tal archi ves, financi al resources, techno logical innovation , 
sk ill ed manpower, etc. Also, many orga niza ti ons work on a part-time bas is \V ith 
few voluntee rs or employees, so it is difficult for them to respond to the fast-paced 
circu lati on of di sputed content. But these local organi zations are fundamental to 
understandin g and a na lyz ing loca l content. Thus, it is importa nt for countries to 
fac ilitate fac t-check ing ini tiatives and promote their works so that th e debunked 
content is w ide ly viewed. It is a lso imp orta nt for soc ial media co mpani es to fi nd 
ways to engage morc wit h the local fact -checke rs. 

Bangladesh has on ly two estab li shed fa ct-checking ini tiatives i.e., BO 
FactCheck and Fac t Watch. While these two organizat ions are actively worki ng 
w ithi n thei r li mited resources and have gai ned the trust o f online users, the sca le of 
the ir opera ti on is inadeq uate to cater to the needs of Sti c h a large user base in the 
count ry. A na lyzi ng several hundred contents of info rma tion di so rder c irculating 

~M Watam Suzuki, " Fllccbook·s Fuct-Checking in Asia Faces Chnl!engcs··. available al hltps:llasia.nikkci.coml 
BusinessiBusiness-trcndsiFacebooks-raclchccking-in-t\ sia-f:lces-challengcs, accessed on 20 June 2020. 
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eve ry day is also difficu lt for the two organi zations. Thu s, it is im portant to 
fa cilitate the expans ion of these operations. 

Also, in mos t cases, the content reviewed by the organizations are usua ll y 
the ones circulating in the leadi ng socia l media sites and big online news portals . 
But it is a lso important to bring th e onli ne news porta ls cateri ng to slI b-urban 
reg ions under its purview. As discussed in Chapler 3, online news porta ls focus ing 
on different localiti es or specific regions with in the country can be one orthe major 
actors of disinformation and rumours. Thu s, it is important to incl ud e journali sts 
and academ ics from different pari s of the country to add ress the d isinformati on and 
rum ours faced by the rap idl y growing user base ou tside the big citi es . 

Besides scal ing up the two initiati ves , new initi ati ves with a sustai nab le 
busi ness model also need to be conside red. In this regard , the trusted mainstream 
news and media age ncies can be focused on. In man y count ries, leadin g med ia 
houses have thei r own fac t-checking in itiat ives whic h they use for th eir in-house 
analysis and also di sse minate the reports public ly. As these organ izations already 
ha ve skill ed and experienced professionals , fact-checki ng by th em wo uld be more 
effic ient and credible. Also, it would make the organ iza ti ons more responsible for 
th e conten ts that are shared by them , both online and through traditi ona l outlets. 
Th e inconsistency of the editorial policies in the on li ne versions of traditional 
med ia was identi fied in Chapter 3. Thus, the combination of expa nding ex isting 
ini tiat ives, launchin g new initi at ives and insisting soc ial media compani es to work 
with loca l fact-checkers, ca n be an e ffec tive way fo rward for the co untri es. 

7.3 Promote Strong and Trusted Government Communication and 
Collaboration Among Agencies 

Strong and trusted com municat ion from the gove rnment is cru cia l in 
address in g the info rmat ion disorder. As di scussed in Chapter 5, many a time 
d isinformati on is spread by so urci ng governm ent offi cial s and agencies wh ich 
creates confusion among the ci ti zens. Mi s information is also spread surrounding a 
fo reign coun try and its leaders that can risk hanni ng bilatera l relations. In regard to 
such inci dent s, it is important for the governments to have strong communi cation 
platforms whi ch people can easi ly access and get clari fi cations. In thi s regard, the 
practices of Singapore and Ma lays ia can be taken into consideration. 

In Singapore, th e Publi c COlll mun icati ons Di vis ion of the Mini stry o f 
Communications and In fo rmat ion manages a web portal ca lled ' Factuall y' wh ich 
aims to "c larify widespread or COllllllon misperception s of govern ment po licy 
or :naccurate asserti ons on matters o f publi c concern that ca n harm Singapore 's 
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socia l fabric. " 227 The website regu larly provides ' correcti ons and c larifications' 
on different types of information di sorder vis ible ac ross media platforms in the 
country. In Ma lays ia, the Comm uni ca ti o ns and Multimedia Ministry ( KKMM ) in 
co llaboration with the Malays ian Co mmuni ca tion s and Multimedia Comm ission 
(MCMC) operates 'sebenarnya .my' to prevent the spread of <fal se news' whic h may 
affect na ti ona l harmony and security.228 This is an inform ation ver ification portal 
where the public ca n verify suspi ciolls conte nt that they rece ive through socia l 
mcd ia , short messaging services, blogs, or webs itcs. It a lso serves as a n ave nue 
fo r mini stries and governments to debunk di s info rmat ion or make clarifications on 
issues that have become vira l. The porta l also works as a n archive fo r fak e news 
in vo lving the public's interes t and the nati on .229 Both these initi at ives have been 
effec tive in address ing the cha llenge of informat ion disorder. The government of 
Bangladesh as we ll as o the r co untries in the regions can also explore the poss ibi lities 
of taking such initiati ves in coll abo rati on wi th their affil iated minis tries. 

In thi s regard, coll aboration a mong agenc ies is c ru c ia l. It is seen th at 
information, leT and te lecomm unication are often separate ly looked afte r by 
different government bodi es, for example, the Mini stry of Information, Minist ry 
of Posts, Telecommunications and Info rmation Technology and ICT Divis ion 
in Bangladesh. But in fo rmation di sorder is a complex phenome non which is 
associated with all three a nd a lso th e Mi ni stry of Home Affai rs. In thi s regard, 
e ffec ti ve collaborati on and ca pacity buildin g is requ ired betwee n the releva nt 
s takeholde rs of tile governmcntto address thi s cha ll enge. 

7.4 Proactive and Issue Focused Measures 

It is importan t for gove rnments and c ivil socie ty orga ni zati ons to take 
proactive measures focused on specific issues. Safegua rding e lections from 
informati on d isorder is a big issue wo rl dwide . As e lec ti on s campaigns have 
shi fted to the di g ita l platfor ms, it is im portant to cnsure th at the actors abide by 
the regulat ions of the e lec tion commi ss ion in cy berspace. The abusc o f d igital 
platform s by cyber troops, troll s, bots, and fake news synd icates have the potenti al 
to ma nipu late opi nion. Suc h practices were vis ib le in vary ing sca les in many 
cou ntri es of South and Southeas t As ia. So, it is important for countries to s trengthen 

m Ministry ofCOllllllull ica!ions and ln fonnation. Singapore, available at hups:llwww.mci.gov.sg/prcssroomJ 
ncws-and-stories/pressroom/20 1812Imcis-response-lO-pq-on-gov- fact ua ll y, access on 29 June 2020. 
121 Malaysian Communi cations and Multimedia Commiss ion ( MCMC), Sebellamya.IIIY Portal La/lllched, III 
a Baule Against False Nel\'~· . Cybcrjuya: Malaysian Communications and Multimedia Commi ssion (MCM C), 
2017. 
:, Pai ge Occenola. "Fake News and Freedom of Ex pression in SOUlhcast Asia", available at htlps:Jlwww. 
rapplcr.com/technology/soc ial -mcdialI88573-fake-ncws-frccdo;Tl-cxprcssion-southc;lst-asi: •. accessed on 29 
JUlie 2020. 
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thei r preca uti onary measures d ur ing such a cruc ial per iod. It is a lso necessa ry to 

vigi lant of hostile inform ation cam paigns rrom foreign actors. Whil e onl y se lected 
countries ha ve reported s uch activit ies , it is important to closely monitor globa l 

and reg iona l activi t ies in thi s regard. 

It is a lso important La take pre-empti ve meas ures when th ere is tension , 
co nfl ict, or vio lence along communa l lines in th e region so that it does not ha ve 
a ripp le effect among simi lar commu niti es in other countr ies. Add itionally, it is 
essentia l to assess mis information , d is information , and rumour related to issues 

se ns itive to the regions, for example, child k idnappi ng, steri li zati on , vaccination , 

refugees, re li gious de fa mation, etc . The tra nsnational and regional imp licat io ns of 

stich campaigns need to be cons idered. 

7.5 Updating Legal Frameworks a nd Approving Draft Policies 

The digital world is s ubj ec t to cons tant changes . New and innovative 

tactics of informat ion d isorder are adopted very freq uently. It is important for th e 

governments to update th e ir legal frameworks to address these technologica ll y 
soph istica ted tac tics. In do ing so, it is also important to address the a mbiguous 

sect ions o f the ex isti ng laws to pre vent misuse. Addit io na ll y, it is necessary to 

consider the inclusion of provis ions tha t add ress fo reign inte rfe rence conducted 
thro ug h on line med iums as thi s is a growing nationa l security concern in many 
countr ies . 

It is a lso essential to update and approve the pend ing policies . For example, 
in Bang ladesh, the Nat iona l O nli ne Mass-Media Policy was drafted in 2015. In 
20 17, the cabi net approved the draft and incorporated a pro posa l fo r se tt ing up 
a Na tional Broadcast Commission which w ill fac ilitate the o perat ion of on line 

mass media Yo But there have been s ignifica nt c hanges in the onl ine informat ion 
ecosyste m over the past five years, so it is important to update th e draft and take it 

to th e nex t stages of approval. 

7.6 Promoting Resilience and C ritical Media Lite racy 

It is see n lha t the major ity cases of mi s informat ion wh ic h cont ri bu te to 

the format io n of mobs, ly nchi ng , a nd other di sc rim inato ry violence , are largely 

spread based o n prejudice, ideo logica l pos ition s, and d iscrimi natory beli efs. So, 
it is im po rtant to look for an effective mechanism wh ich addresses the underly ing 

fac tors. Promot ing res ilien ce and inte r-fa ith dia logue is c ruc ia l in th is regard. In 

no " Registration Illust for online mass media", 71Je /Jaily Sial", 20 June 2017 . 
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order to e ffecti ve ly and sustainab ly address information di sorder, it is also important 
to sensitize people about the proble m. They need to be made co nsc ious to cri ti ca ll y 
thi nk about why they are seei ng what they a re see in g on the ir news feed and what 
might be the mot ivat ion beh ind certain con tents. They also need to be made aware 
of respons ible informati on shar ing and the conseq ue nces th at misinformation 
can lead to , in order to break the cha in of c ircu lation and reduce impact. In this 
regard, criti ca l media li teracy is ex tre me ly crucial for deve loping know ledge and 
promot ing respons ible consumption of informat ion . While there has been some 
inte rvent ion in th is regard in a few cou ntri es , it is seen that such programs a re often 
limited with in big cit ies a nd terti ary level stude nt s. Initi ati ves need to be taken to 
ro ll out such programs both through forma l ed ucat ion a nd in formal awareness­
building activities to reach the mass leve l, particularly the semi-urban and rura l 
regions within the coun tries. Tai lored messag ing and communi cat ion strategies fo r 
variou s de mographics is c ruc ia l in c rafting e ffect ive media li teracy a nd promoting 
tolera nce. 

7.7 Regional Collaboration 

The transna ti onal and reg iona l implicat ions of in formation disorder were 
refl ected in Chapter 6 of thi s paper. It is diffic ult fo r ind ivi dual countri es to add ress 
such issues in silo. In thi s regard, the co untri es of South As ia and Southeast As ia 
can work within their regions and a lso co ll aborate between the two regions in 
areas of mutua l agreement and by respectin g the c ultura l and pol it ical landscape . 
A regional mec han ism deve loped with the co ll aboration of government offic ial s, 
fact-c hecke rs, security ana lys ts, academics, j ou rnali sts , a nd think-tanks can be an 
effecti ve way forward . Regiona l approaches are a lready in practice in so me pa rts of 
th e world , like the EU East St ra1Co l11 Taskforce formed in 20 15. 231 The Association 
of Southeas t Asian Nation s (ASEAN) has a lso taken initiati ves in thi s di rection. 
In the ASEAN Mini sters Responsible for Informat ion (AM RI ) Roundtab le 
Di scuss ion on Fake News and Com municating the Right Informati on, 20 17, it was 
observed th at the pro li feration of fake news cou ld cause hate and con ni ct that 
can potentially undermine soc ial cohesivenessYz In the 14111 Conference of the 
ASEAN Mini sters Respon sible fo r In fo rmat ion ( 141 h AMR I), 2018, a 'Framework 
and Joint Dec larat ion to Mi nim ise the Ha rmful Effects of Fak e News' was adopted. 
The framework highli ghted education and awareness, detect ion and response and, 

:31 The Task Force was set up to address Russill'S dis infonnat ion campaigns. More information is available 
at European External Action Service. hIlPs:l/eeas.europa.eulhcadquartcrs/headquancrs-homcpagc/2116/­
question s-and -answcrs-about-the-cast -st rH teoill-task -force_ell. 
m ASEAN , "ASEAN to Cooperate on Fighting Fake News in the Region", available at hllps:/lasean.orglasean­
lo-cooperate-on-nght ing-fake-news-in-thc-region/, accessed on 28 June 20 18. 
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norms and gu ide lin es as strategies fo r tackl ing th e issues sur rounding fa ke news, m 
Th e join t dec laration reaffirmed th e need to address the pro liferat ion of fak e news 
and its negat ive impact to ensure that the intern et remains a reliable source of 
informati on and a sa fe space for all users Y" The dec larat ion also highli ghted the 
need to conti nue the sharing of best practices among the ASEA N Mem ber States 
on sensitiz ing citi zens to the harmfu l effects of fake news. 

Such regional approaches can also be cons idered in South Asia. In th is 
rega rd, the Bay of Benga l In it ia ti ve fo r Mu lt i-Sectoral Techn ica l and Econom ic 
Cooperat ion (BIMSTEC) ca n be considered. The organi zat ion ca me into be ing in 
1997 but in recent times, it has created mom entum by in itiati ng several activ ities 
for the member cOllntri es·23s BIM STEC has initiated Track 1.5 BIMSTEC Sec urity 
Dia logue Forum and Think Ta nk s Dialogue on Regional Sec urity among the 
member states. Technology is alread y a pri ority area of the orga nizat ion and the 
recent in corporat ion of the securit y paves the way for enhanced cooperation in 
cyberspace. Thus, BIMSTEC can take ini tiatives to engage with the member states 
to address the menace of informat ion di sorder. Thi s ca n be done in co llaboration 
wi th the re le vant stakeholders withi n the countr ies . It woul d fa cilitate the shar ing 
of best practices, identify ing patterns, and conducti ng co llaborated researches 
on the topic. Cooperation wit hi n BIMST EC will also al low fo r in tra-regiona l 
cooperati on between South and Southeast As ia. Add itiona ll y, coordination and 
co ll aboration among the regiona l blocs wi ll ass ist in raising co ll ect ive vo ices in 
the globa l negotiati ons fo r content moderation and ensur ing a safer internet. 

7.8 Database on Regional Issues 

Creating a da tabase of cont ents of informat ion di sorder preva lent in South 
and Southeast Asia ca n also be initiated by the thi nk tanks of the cou ntries. Thi s 
can help researchers, academics, fact-chec kers, and policy makers unders tand the 
current trend of the problem and take necessa ry measures in res pect ive countri es. 
On e of the biggest chall enges the researchers and fa ct-checkers face in analyzing 
content is la nguage barrie rs. A co ll aborated database with tran slations can be a 
use ful resource for studying thi s topic. In this rega rd, the COVID- 19 data base 
formed by the Interna tional Fac t-Checking Network (IFCN) can be lIsed as a 
reference. The IFCN database is a co ll ect ion of debunk ed mi s informat ion pub li shed 
across 70 countri es and in at least 40 languages .2'(' Sim ilar initi atives regard ing 

m 14th Conference of the ASEAN Ministers Responsible for Information (14th AMR t), Fmmell'ork alld Joilll 
Dec/aralioll (0 Minimise rhe Harmflll Effecls of Fake News, Singapor!!: ASEAN. 201 8. 
u~ tbid. 
m It constitutes seven member countries: Bangladesh, Bhuta n, India. Nepal, Sri Lanka from South Asia ; and 
Myanmar and Thailand from Southeast Asia. 
236 Poynter, "The Corona VirusFaclsJDatosCoronaVirus Alliance Database··. available at https:l/www.poymcr. 

71 



hate messages, rumou rs, mi s info rmati on, and di s information need to be c reated for 
the countri es of SOllth and So ut heas t As ia. 

7.9 Addressing Language Barriers 

The bi g techs depend on both manua l and automated conte nt modera tion. 
Whi le human moderators play a n important ro le in analyzing and contextua li z ing 
content , it is diffi cult fo r humans to filt er throu gh the billion s of contents up loaded 
every day. Automated co ntent detectio n is ins trumental in thi s regard. A good 
natural la nguage processi ng sys te m can serve as a fa ster and e ffi c ie nt filt er. But 
thi s is where th e barr ie r of language comes in. Most of these techn ologies work 
in Engli sh. A lgorithm s a lready buil t wi ll be ab le to work reasonably we ll w ithin 
thi s language fa mily. But the natura l language process ing does not work the same 
way fo r most languages in the G lobal SOlllh , parti c ul arl y the IndO-Arya n la nguages 
in So uth As ia whose a lphabets, vocabulari es, sy ntax es, a nd morpholog ies are 
very different from ot her branc hes a nd the re are insuffi c ient stati st ica l resources 
requ ired fo r prompt ana lys is .m 

A lso, ".'he n it com es to tra ns lating di sputed tex ts like hate speec h to a 
different language fo r analys is, a lot is lost in the tran slation and the resulling 
vers ion does not necessarily ca pt ure the sent iment of th e o ri g inal post. Thus, many 
contents pass through these crack s of th e de tec tion sys te m. In o rder to eFfective ly 
so lve the probl em of information di sorder, address ing the language barri er is 
c rucia l. Th e bi g techs need to be urged to work in th is fiel d . 

7.10 Participation in Global Frameworks for Content Governance 

While d igital media platform s have de pended on se lf- regu lat ion , seve ral 
instances of abuse of these pl atforms ac ross the world , parti cula rl y in South and 
Southeas t As ia indi ca te that these are in adequate and compan ies need to do more 
to keep thei r platforms free of di s inform<ll ion , hale speech , and violence. 

Th is has led to th e ri se of di sc uss ions regarding g lobal governance of 
content moderati on. The UN's Roadmap for Di g ita l Cooperat ion ack now ledged the 
need for content gove rnan ce of harm ful on l i nc content. Th is report of the Secretary­
Genera l called on the member stat es, bus inesses and cross-indu stry initi ati ves to 
advoca te for transpare nt and accou ntab le conte nt' governance frameworks that 

org/ifc ll-covid-1 9-misinfonnation/. accessed on 22 June 2020. 
m Based on an interview wilh YudhanjaYlI WijCnllne, Senior Researcher, Data, Algorithms and Policy, 
LlRNEasia and Co-founder, Watchdog Sri Lanka on 24 June 2020. Sec more at Yudhanjaya Wijcmtne. " Big 
Tech Is as Monoli ngual as America ns", Foreign Policy, 07 May 20t 9. 
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protect freedom of expression, avo id incentives for overl y res tri ctive moderation 
practices and protect the 1110st vuln erable.238 BUI there have a lways bee n concerns 
surrounding content modera t ion, parti cularly abo lit the ri sk of curta iling freedom 
of speech in the process. In thi s regard, the UN Strategy and Plan ofActioll on Hate 
Speech stresses, "Address ing hate speec h docs not mean limiting or prohi biting 
freedom of speech. It means keeping hale speech from escalating into something 
more dangeroll s, particularl y incitement to di scrimination , hosti lity, and violence, 
wh ich is prohibited under international law."219 

The Chri stchurch Ca ll can be used as a reference to the best practices of 
international co llaboration. The Chri stchurch shooting in New Zealand in Ma rch 20 19 
which was li ve streamed, cop ied and reposted millions of til11 cS across several digi tal 
media platforms, opened up intense debates rega rding the modera tion of terrorist and 
violent extremi st content on li ne. Following th is, France and New Zea land announced 
the Christchurch Ca ll , a non-binding document encouragin g greater efforts to counter 
online extremi sm, appl y ethi cal standards in reponing terrorist events onli ne, and 
share info rmation between governments and technology compa ni es·240 A total of 48 
countries, three international organizations and leadi ng onli ne service provi ders have 
joined the ca ll ·24 1 As part oflhe initiati ve, the online service providers committed to 
" take transparent and specific measures to preven t the upload of terro ri st and violent 
extremist content and to prevent its di ssemi nati on on soc ial media and similar 
conten t-sharing services, includi ng its immediate and permanent remova l, without 
prejudice to law enforcement and user appeal s requiremen ts. in a manner consistent 
with human rights and fun damental freedo l11s·"N2 Thi s init ia ti ve also led to the re­
launch ing of the Global lnlernet Forum to Counter Terrori sm (G IFCT). The GIFCT 
was set up in 20 17 by Facebook, Mi croso ft , Twitter and YouTube as an industry-l ed 
initi ative to apply technology, share knowledge and support research on terrori sts' 
li se of plat form s. GIFeT will now become an independent ent ity with dedicated 
resources and staff and go beyond its initial mission and address both terrorist and 
violent extremi st content online:w 

m United Nat ions. Report of the SecretGl),+Gelleral: /(oadmop for Digital CoopC'ratioll. New York : United 
Nations. 2020. 
m United Nations, UN Strategy alld 1'1011 of ACIioll 011 "'tile Speech. 0p. cit. , p. I . 
:-10 Laurcn Dudley. " Year in Review: Content Moderation on Social Media Platfo rms in 2019", available at 
hI1PS:llwww.cfr.orgibloglyeaHcview+contcnt+tnoderat ioIH ocial*1llcdia-platforms-20 19. :Icccsscd on 2 1 June 
2020. 
:~I RT Hon Jacinda Ardern. Sigll fjic(l11I Progress Made 011 Elimillatillg TC'I'I'oris t COlllelll Olilille. Wellington: 
New Zealand Government, 2019. 
m The Ministry of Foreign Alfairs and Trade, The Christcllllrch Call: To Elimin(tte Terrorist alld 110lel1l 
Extremist COlllellf Onlille. Wellington: The Ministry of Foreign Atfai rs and Trade. Ncw Zealand. 2019. 
:H RT Hon Jacinda Ardern. op. cit . 
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Add itionally, the response of tec h companies to the informat ion di sorder 
surroundi ng th e COVID- 19 pa nde mi c ca n be used as ano the r reference. Facebook, 
Goog le , Twiller. YouTu be. Linkedln, Redd it, and Microsoft released a join t 
sta tement in Marc h 2020 a nnoun ci ng the ir collabora ti on in preventing on line 
mi sinformation a nd fraud around coronav irll s. w Based on their ind ividual pub lic 
po licies, the compa nies on one hand have pri oriti zed official informati on and on the 
other, dem oted di sputed content by decreasing its vis ibility, providing a warn in g 
labe l or taking il down. While it is argued that mi sinformation and di sinformation 
st ill existed in the platforms and nagged contents were not taken down sw iftly, thi s 
initiative can be seen as a step in the r ight direction. Such examples o f in ternationa l 
co llaborati on and cross-i nd ustry initiati ves can be used to deve lop governance 
frameworks of content mode ration related to hate and dangerous speech aga inst 
race , religion, and et hnic communities and a lso, hostile information campa igns 
fro lll foreign ac tors . Soulh and Southeast Asia need to be active parts of suc h 
init iatives ow ing to the magnit ude of infor mation di sorder fac ed by the countries 
of bot h region s. 

7. 11 Engaging in G loba l Conversations to Ma ke Online Platforms Mo re 
Acco untab le 

Discussions and debates regardi ng the accountability and transparency of digital 
platforms have been on-going for the past few years. The recent surge in the Black Li ves 
Maller movement in the USA brought back the topic in limelight. While the soc ial media 
platforms were instrumental in mobilizing acti vists, it was also used for hate speech 
and misinformation. Different social media companies responded differently to such 
content. I n this regard , the ro le of Facebook came under severe criticism as the company 
decided not to act against President Donald Trump's statement which was perceived 
by many people to have the 'potential to incite vigi lante violence'.w Such incidents of 
thc company's failure to address disputed content gave ri se to protests like ' Stop Hate 
for Profit ' boycott as part of which more than 1,000 compani es forswore adverti sing on 
Facebook for al least the month of July 2020. 24(, The 'Stop I-late For Profit' campaign 
advocated for establishing and empowering permanent c ivil righ ts infrastruc ture with 
the expertise to eval uate products and policies fo r discriminat ion, bias, and hatc.w It 
also called for regularly submitti ng reports of identi ty-based hate and misinformation to 
independent third party audits and making the results publicly access ible. 

:U Kang-Xing Jin, "Keeping People Sa fe and Informed About Ihe Coronavims", <I\'ail<lbtc at https:llaboul. 
fh. com/news/2020/06/coronavirusJ#joinl-sl:lterncnt. accessed on 22 June 2020. 
lU Julia Carrie Wong. "'1'00 big 10 fail' : why even a historic ad boycott won't change Facebook", Tlte Gua,.dian, 

II July 2020. 
1-'6 Ibid . 
147 Stop Hale For Profit . "Recommended Next Steps", avai lable al hllPS:llwww.stoplwlcforprofi l.org/ 
productrecommcndalions. accessed on 17 July 2020. 
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Bes ides th is move ment. there a rc several other campa igns initial ed in 
different pa rts of th e world. most ly the USA and Europe. calling on the platforms 
to make thei r a lgor ithm tran s parent and allow people to understand how the fil te r 

bubb les and ec ho chambers shapes th eir news feed s by amp lifying a particular line 
o f narrat ive and cutting down the others. It is importa nt for the countries or South 
and So utheast As ia to be an acti ve voice in these campa ig ns and con ve rsations as 
th ey arc one of the worst victim s or the abuse or th ese platform s. 
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Chapter 8 

Conclusion 

In the Informati on Age, the media landscape evolved in several phases with 
the advancement of technology as well as soc ial . economic, and pol it ica l changes. The 
onl ine platforms of the 21 SI century gave immense power to peopl e but th is power has 
been abused in different forms. Thi s has been visib le in several major events of the 
world at present. But the sca le of the operati ons and impacts in South and SOll theast Asia 
needs specia l attc J1l ion as the coull tries of these two regions have witnessed some of 
the worst impacts of abuse of onl ine med ia platforms and messaging services. Through 
a contextuali zed conceptual framewo rk, the paper finds that several acwrs, such as 
cyber troops, c lick farm s, fake new syndicates , ha rd-line re lig ious groups, vo lunteer 
groups, paid c itizens and individuals have domi nated the informat ion ecosystem of 
these countries with misin formation , di s in forlllat ion , malin format ion , ha te speech , 
defamation, and rumOlll". The influence of several underl y ing social , po litical and 
economic fac tors, particularly the re lig ious, ethnic, and racia l fa ult lines playa 
key ro le in this regard. Changes in the poli tica l en vironment, medi a landscape and 
technological transformation also need to be taken in to consideration. Understandi ng 
the business model and modus operandi o f the online platforms is also importan t as 
the actors' bank on the technology and fea tures of the companies to ampl ify the ir 
messages and reach audi ences on a mass scale and th rough micro-ta rgeting. T he actors 
have amplified the existing differences in the societi es through the adopt ion of these 
easy, affordab le and hard-Io-trace technology. T he combination of all these crea ted 
an information di sorder which has serious impacts on the state and society, including 
vig ilan te ki lli ngs. mob attacks and oppress ion of relig ioll s and ethni c mi norit ies. 
This has also led to xenophobia, damaged social movements and protests, impacted 
democracies, pub lic institutions, foreign relations and hampered the law and order 
s it ua tion of the country. 

Information d isorder also has implica ti ons fo r national security. Whi le most 
of the orig ins of information disorde r in South and Southeast As ia are from domestic 
sources, hosti le information campaign frolll fo re ign sources was recentl y recorded in 
few coun tri es. This indicates the need for states to foclls on this dimension of the 
probl em as we ll . The influence o f international in forma tion campa igns was a lso seen 
during the g loba l cr is is. The ' In fodemic ' and war o f words among pmverl'u l countries 
surrounding the COV I D- 19 pandemic led to confusion and uncertai nty regard ing Ihe 
pandemi c and large ly con tributed to the informat ion disorder in the hyper-connected 
virtual world of the two regions. 

A ll these form s and facto rs of information di sorde rs led many govern ments 
to adopt pol icies and take ac tion. However, there are concerns regarding some of the 
provis ions of the legal fram eworks of the countries which need 10 be reconsidered. 
Neverthe less, governments ac ross the regions face comp lex challenges to balance 
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between secur ity and freedom of speech. Moreover, the tact ics in volved in the process 
continuolls ly evolve, circulate among cross-pla tforms , and onen have an online­
offline connect ion which makes it difficult to address. It is also observed that although 
the prob lem of information di sorder is country-specific, there arc transnational and 
regional implications of tile issue as wel l. 

In many cases, it was seen that a parlicular inc ident in a country triggers rapid 
sharing of misin formatio n, di s information and hate speech in the neighbour ing countries 
with the same re ligious and ethnic gro ups. Thi s can be seen in three form s: simi larity 
in content and na rratives alllong the ac tors of the same relig ion , s imilar ity in narrat ive 
among actors of different religious communiti es agai nst a common target group, and 
support for the victims or target groups by s imil ar religious cOllllllunities in nearby 
countr ies using di ffe rent forllls of di sinfonnation. A ll these revea l the transnat iona l 
nature of the problem. T here are also regional implica tions as it is specu lated tha t 
the availabil ity and affordabil ity o f several finan c ially moti vated ac tors in the region 
can be used to engage in di sinformation activities in target countr ies. Also, there is 
resemb lance among the content shared and its impacts, such as child kidnapping 
rumours resuhing in vig i lanlislll and mi sinformat ion surroundi ng COY I 0- 19. Analys is 
of the disinformatio ll scenarios in countries of the rcgion with s imilar socio-c ultural 
contex ts can be e ffective in predicting or assessing potent ia l ri sks and cha ll enges in 
one 's own country. Additiona ll y, the alarming rise of extrem ist narrat ives on on li ne 
platforms by hard linc groups of diffe rent rel ig ions also havc sccuri ty implications for 
the reg ion. 

The combi nation of all these factors indicatcs a complex and quickly evolving 
cha ll enge for the states that need to be effective ly addressed. In this rega rd , the paper 
suggests some proac tive, reactive, immediate, and long-term approaches that can be 
adopted by the re levan t stakeho lders . First, it ident ifies the initiatives that ind ividua l 
countries can adopt , like promote research and documentat ion; estab lish new fac t­
check ing init iati ves and fac ilitate the ex pans ion o f existing ones; initiate strong and 
trusted government communi cation by creating publicly accessib le online platforms 
that provide clarified vers ion orthe informa tion whi ch have potentia l to impact social 
cohesion and security; update legal frameworks and approve draft polic ies. adopt 
init iatives to safeguard elections, detect foreign host ile information cam paigns and 
take precautionary measures agai nst the sp ill-ove r o f ongoing tens ion or confli ct along 
cOlTImunall ines from other countri es of the region. Second, it recogn izes the need for 
a database for curating the disinfo rmation, misinformation, rumours, defamat ion and 
hate speech prevalent in the online plat form s of the region s for effect ive ly studying 
the top ic and taking prevent ive measures. It also indicates the possibi li ty of reg ional 
cooperation among the BIMSTEC countr ies in the form of think tank dialogues and 
Track 1.5 dip lomacy fo r sharing best practices, identirying patterns, and cond uct ing 
collaborated researches on the topic. Finally, it suggests the need for engaging in 
the g loba l di scuss ions of content governance, d igital cooperation and demand for 
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making the platforms transparen t and more accountable. It is ex pected that th rough 
the collaborated enorls by policy-makers, relevant government agenc ies, researchers, 
academi cs, journa li sts and fact-checkers, there can be a way forward from the menace 
of informat ion disorde r. 

Whi le this paper attempted to provide a comprehensive anal ysis of the 
problem and suggest possible ways forward , there are some limita ti ons. There were 
inadequate academic resources for wh ich the paper could not provide equal emphasis 
to all countries. Getting access to experts for in-depth interviews from all countries 
was also not possible within the limi ted time. However, there are several avenues of 
the paper which can be considered for further research. For example, the influences of 
underlying soc ial, politica l and economic facto rs of each country can be studied which 
would give deeper insights regarding the topic. More research can be conducted on 
the transnational d imensions of the problem to understand how in fo rmation di sorder 
campa igns in one country infl uence other countries of the reg ion. Further study can 
a lso be carr ied out on radical narrati ves and extrem ist propaganda fro m diffe rent hard­
line re ligious groups in the two regions to assess potent ia l threats and take proactive 
measures. This paper was an endeavour to shed light on some of the key issues faced 
within a specific lime period but as th is is a constant ly evolving probl em, more research 
is required. Only the s ll stai ned e ffort s by a ll stakeholders can bring some order to this 
intensi fying challenge of information disorder. 
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ANNEX-I 

List of interviewees 

The fo llowing interviewees were consulted duri ng May-Ju ly 2020: 

• Din M. Sumon Rahman, PhD, Professor, Department of Media Studies & 
Journal ism, Un iversity of Liberal Arts Bangladesh 

• Yudhanjaya Wijeratne, Senior Researcher, Data, Algorithms & Policy, 
L1RNEasia and Co-founder, Watchdog Sri Lanka 

• Rudroneel Ghosh, Indian analyst and journal ist, The Times of India 

• Mahbub Roni , Co-founder and Secretary, BD FactCheck 

• Saimum Reza Piash, Senior Lecturer at BRAe University and Co-founder 
at Bangladesh Cyber & Legal Center 

• Afia Sultana Pina, Program Coordinator, Promoting Media Literacy In 

Bangladesh, South As ia Center for Media in Development (SACM ID) 

• Asish Thakur, Executive Director at Glocal Pvc Ltd 

• Akanksha Nara in, Delhi-based independent researcher 

• Aisha Nazim, Journalist and Communication Manager, Sr i Lanka 

The author a lso received inputs from media practitioners, activ ists, researchers, 
regulators, and former employees of social media ho uses in Bangladesh, India, Sri 
Lanka, Singapore, and the Philippines who choose to remain anonymous. 
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ANNEX-II 

Check List for Personal Interview 

In-depth interviews were conducted through phone conversations and video 
conferences following a comprehensive check li st. However, it was customized based on 
the profess ion of the interviewee and his/her count ry. 

I. Please provide an overview of how the information disorder scenario has 
evolved in your country over the past few years. 

2. Who are the major actors behind organized information disorder campaigns 
in your country? 

3. What are the motivati ng factors behind these actors? 

4 . Do you think the underly ing socia-economic and po lit ical factors in your 
country have a role in the creation and disseminat ion of such content? 

5. Can you please share some of the popular tact ics that are used by such 
actors? 

6. What is the extent of disinfonnation shared through peer to peer messaging 
appl ications in comparison to public platforms? 

7. Please discuss the ro le of fact-checkers in your country and elaborate on 
the scope and challenges of their work. 

8. What are the main types of content addressed by fact-checkers? 

9. Is there any scope for collaboration with fact-checkers from other countries 
in the region? 

10. What is your opi nion on government fac ili tated/sponsored fact-checking 
initiati ves li ke in Si ngapore and Ma laysia? Do you think such initiatives 
could be a feas ib le solution for other countries of the region? 

11. What is your view on the widespread o f hate speech and extremist content 
in social media platforms? 

12 . Do you th ink the on line platfo rms are doing enough to contain such kinds 
of content? 

13. What are the exist ing legal inst ruments to add ress d is information, 
misinformation, rumour and hate speech on online platforms in your 
count!)'? 
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14. Do you think there are definitional cha llenges or the terms? 

15. What a rc the major impac ts of information disorder in yo ur cOllntry? 

16. Foreign inte rference through social media is a growi ng security concern at 

present, do you fo resee any such challenges for YO Lir cOLintry? 

17. Do YOlllhink a cOlllmon pattern can be dra wn among the countries oryellr 

region regarding informat ion d isorder? If so. please share some ins ights 

from yo ur work experience. 

18. Do you think there afC transnational implicat ions o f such campaigns? 

19. Are there any cross-p la tform arrangements tor detecti ng disinformation in 
South and Southeast Asia'? 

20. Do yo u think content moderation measures can be taken against hate 

speech ta rgeting religious a nd ethnic minority comll1unities in the regions? 

21 . What w ill be your suggest ions for e ffec ti ve ly address ing the c ha ll e nges 

re la ted to information di sorder? 
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BliSS Publications 

• Books 

SOlllh Asian Reg ional Cooperation: A Socio-economic Approach La Peace and Stabili ty 

Nation Building in Bangladesh: Retrospect and Prospeci 

The Indian Ocean as a Zone of Peace 

The Security or Small States 

ASEAN Experiences of Regional and Inter-regional Cooperation: Relevance for SAARC 

Development, Poli tics and Security: Third World Context 

Bangladesh and SAA RC: Issues, Perspectives and Out look 

Bangladesh: Society Polity and Economy 

South Asia's Security: Primacy or Internal Dimension 

Chandabaji Versus Entrepreneurship: Youth Force in Bangladesh 

Development Cooperation al the Dawn of the Twen ty Fi rst Century: Bangladesh-German 
Partnershi p in Perspective 

Con niei Management and Sub-regional Co-operation in ASEAN: Relevance of SA ARC 

National Security of Bangladesh in the 21 Sl Century 

Civi l Socicty and Democracy in Bangladesh 

Regional Co-operat ion in South As ia: New Dimensions and Perspectives 

Confidence Building Measures and Security Coopemtion in South Asia: Challenges in the New 
Century 

Bangladesh-Southeast Asia Relation s: Some Insights 

Security in the Twcnty Fi rst Century: A Bangladesh Perspect ive 

25 Years of Bli SS: An Anthology 

Politics and Security in South Asia: Sal ience of Religion and Culture 

Small States and Regional Stab il ity in South Asia 

Religious Mil itancy and Security in South Asia 

Globa l War on Terror: Bangladesh Perspecti ve 

Towards BIMSTEC-Japan Comprehensi ve Economic Cooperation: Bangladesh Perspective 

Democracy, Govemance and Security Reforms: Bang ladesh Context 

Whither Nationa l Security Bangladesh 2007 

Nat ional Security Bangladesh 2008 

Human Security Approach to Counter Extremism in South Asia: Relevance of Japanese Culture 

Nat ional Security Bangladesh 2009 
Energy Security in So ulh Asia Pl us: Relevunce of Japanese Experience 
Chang ing Global Dynamics: Bang ladesh Foreign Policy 
Bangladesh in Internationa l Peacebu ild ing: Discourses from Japan and Beyon d 

South Asia Human Securify Series: 

Nepali State, Society and Human Security: An infinite Di scourse 

Evolving Security Discourse in Sri Lanka: From Nalional SecurilY to 1·luman Security 

Violence, Terrorism and Human Security in South Asia 

Women and Human Secu ri ty in South Asia: The Cases of Bangladesh and Pakistan 

Human Securi ty in India: Health. Shelter and Marginalisat ion 

Pakistan: Haunting Shadows ofl-Iuman Security 

I·!uman Security in India: Discou rse, Practices and Policy Implications 

Human Security Index for South Asia: Exp loring Relevant Issues 

Ethnicity and Human Security in Bangladesh and Paki stan 
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BliSS Publications 

BliSS Journal (Quarterly) 
B:lI1 gladesh Fo reign Policy Sun'cy (Quarter ly) 
BliSS Papers (Monograph series) 
The Assam Tangle: Outlook for the Flllure (\984) 
The Cri sis in Lebanon: Multi-dimensional Aspects and Outlook for the Future ( 1985) 
India's Policy Fundamentals, Ne ighbours and Post- Indira Developments (1985) 
Strategic Aspects or Indo-Sri Lanka Relations (1 986) 
Indo-Bangladesh COlllmon Ri vers and Water Diplomacy (1986) 
GulrWar: The Issues Rev isited (1987) 
The SAA RC in Progress: A Hesitant Course of South As ian Transition (\988) 
Post- Brezhncv Soviet Po licy Towards the Third World ( 1988) 
Changing Faces of Soc ial ism (1989) 
Sino-Indian Quest for Rapprochement: Implications ror SOllth Asia (1989) 
Intifada: The New Dimension to Palesti nian St ruggle (1990) 
Bangladesh: Towards National Consensus (in BangIa, 1990) 
Env iron mental Cha ll enges to Bangladesh (1991) 
The Gulf War and the New World Ordcr: Implication for the Third World (1992) 
Challenges of Governance in India : Fundamenta ls under Threat (1995) 
Bangladesh in United Nations Peacekeeping Operations (1998) 

uclearisation of South Asia: Challenges and Options fo r Bangladesh (1998) 
The Middle East Peace Process and the Palestinian Statehood (2000) 
Pakistan and Bangladesh: From Conniet 10 Cooperation (2003) 
Integrated Coasttll Zone Management in Bangladesh: A Case for People's Management (2003) 
WTO Dispute Sett lcment System and Deve loping Countries: A Neorea list Crit ique (2004) 
State Sovereignty and Humanitarian Intervention : Docs One Negate the Other? (2006) 
Unipolari ty and Weak Statcs: The Case of Bangladesh (2009) 
Japan's Strategic Rise (2010) 
The Fallacy of Fragile States Indices: Is There a 'Fragility Trap'? (20 17) 
Impl ications of China' s Belt and Road Initiative for Bangladcsh: A Strategic Analysis (2020) 
Disaster Risk Reduction and Resilience: A Quest for Human Securi ty in Bangladesh (2020) 

• Bli SS Seminar Proceedings 
Contemporary Development Debate: Bangladesh in the Global Contcxt 
Moving from MDGs to SDGs: Bangladesh Experience and Expectation 
SAA RC at 30: Achievements, Potcntials and Challenges 
Bangladesh's Relations with Latin American Countries: Un locking Potentials 
Civil-Military Relations in Democracy: An Effcctive Framcwork 
Recent Extremist Violence in Bangladesh: Response Options 
25 March - Gonohouya Dibosh (Genocide Day) 
Reconciling Divided Societies, Bui lding Democracy and Good Governancc: Lessons from Sri Lanka 
Promoting Cultural Diversity of Small Ethnic Groups in Bangladesh 
Upcoming 451h Session of the Council of Foreign Ministcrs ofO[C, Dhaka: Revisiting A Shared Joumey 
~ Jj~g'1l~f~ ~ ~9j '8 ~ (Rohingya Crisis: Measures Taken by 
Bangladesh and An Appraisal) 
Bangladesh Delta Plan 2100 
Bangladesh in Intemational Peacebuilding: Experience from Japan 
Bangladesh Delta Plan 2100: Implementation, Challenges and Way Fonvard 
1971 Genocide in Bangladesh 



BlISS Publications 

Bl iSS Seminar Proceedings 
Bangladesh-Indi a Coopern tion: In the Changing Regional and Global Context 

ImenHil ional Day of Pt.!;:l(:c 201 t) and Launching. o r Book Tit led "Bangladesh in l!ltc-malional 
Peacebu ilding: Discourses frolll Japan and Beyond"' 

Commemorating the Silver Jubilee of Diploma!ic Relation Between South Afri ca and Bangladesh 

Implicati ons or lhe Belt and Road Initiative for the Sustai nab le Development Goals in BangJadt!sh 
Bangladesh-Nepal Relations: Prospects lor Sub-regiona l Coopera ti on 

Bangladesh and India: A Promising Futu re 

• IlIlSS Country Lecture Series 
Bli SS Country Lec ture Se ri es: )la rt_ I 
Bli SS Count ry Lec ture Se ri es: Pan- 2 


	A_Page_01
	A_Page_02
	A_Page_03
	A_Page_04
	A_Page_05
	A_Page_06
	A_Page_07
	A_Page_08
	A_Page_09
	A_Page_10
	A_Page_11
	A_Page_12
	A_Page_13
	A_Page_14
	A_Page_15
	A_Page_16
	A_Page_17
	A_Page_18
	A_Page_19
	A_Page_20
	A_Page_21
	A_Page_22
	A_Page_23
	A_Page_24
	A_Page_25
	A_Page_26
	A_Page_27
	A_Page_28
	A_Page_29
	A_Page_30
	A_Page_31
	A_Page_32
	A_Page_33
	A_Page_34
	A_Page_35
	A_Page_36
	A_Page_37
	A_Page_38
	A_Page_39
	A_Page_40
	A_Page_41
	A_Page_42
	A_Page_43
	A_Page_44
	A_Page_45
	A_Page_46
	A_Page_47
	A_Page_48
	A_Page_49
	A_Page_50
	A_Page_51
	A_Page_52
	A_Page_53
	A_Page_54
	A_Page_55
	A_Page_56
	A_Page_57
	A_Page_58
	A_Page_59
	A_Page_60
	A_Page_61
	A_Page_62
	A_Page_63
	A_Page_64
	A_Page_65
	A_Page_66
	A_Page_67
	A_Page_68
	A_Page_69
	A_Page_70
	A_Page_71
	A_Page_72
	A_Page_73
	A_Page_74
	A_Page_75
	A_Page_76
	A_Page_77
	A_Page_78
	A_Page_79
	A_Page_80
	A_Page_81
	A_Page_82
	A_Page_83
	A_Page_84
	A_Page_85
	A_Page_86
	A_Page_87
	A_Page_88
	A_Page_89
	A_Page_90
	A_Page_91
	A_Page_92

